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Abstract

Cascaded regression has recently become the method of choice for solving non-linear least squares problems such as deformable image alignment. Given a sizeable training set, cascaded regression learns a set of generic rules that are sequentially applied to minimise the least squares problem. Despite the success of cascaded regression for problems such as face alignment and head pose estimation, there are several shortcomings arising in the strategies proposed thus far. Specifically, (a) the regressors are learnt independently, (b) the descent directions may cancel one another out and (c) handcrafted features (e.g., HoGs, SIFT etc.) are mainly used to drive the cascade, which may be sub-optimal for the task at hand. In this paper, we propose a combined and jointly trained convolutional recurrent neural network architecture that allows the training of an end-to-end system that attempts to alleviate the aforementioned drawbacks. The recurrent module facilitates the joint optimisation of the regressors by assuming the cascades form a non-linear dynamical system, in effect fully utilising the information between all cascade levels by introducing a memory unit that shares information across all levels. The convolutional module allows the network to extract features that are specialised for the task at hand and are experimentally shown to outperform hand-crafted features. We show that the application of the proposed architecture for the problem of face alignment results in a strong improvement over the current state-of-the-art.

1. Introduction

Non-linear least squares optimisation problems often arise in computer vision, including but not limited to Structure-from-Motion [9, 23], rigid and deformable image alignment [33, 55], optical flow estimation [33, 66, 46, 55], and estimation of camera parameters for calibration [44]. The application of standard Newton-type methods for retrieving the optimal parameters is challenging due to the highly non-convex nature of the cost functions and the lack of differentiability of commonly used image operators (such as HoGs [17], SIFT [32], etc.). Recently, in order to address the drawbacks of Newton/Gauss-Newton methods a set of generic “descent directions” is learnt through the application of a cascade of regressors [56, 11]. Generally, these directions are learnt independently per cascade via simulation. That is, in the case of deformable face alignment, the ground-truth facial shapes of the training images are randomly perturbed (according to a fixed variance). The descent directions are then estimated independently and seek to progress from the perturbed shapes to the ground-truth. In their simplest form, these rules can be learnt through the application of successive stages of linear regression, each minimising the average error over all training samples. The use of regression/learning based-methods for solving non-linear optimisation problems has a
rich history in computer vision, beginning with the first Active Appearance Models (AAMs) [13], where average Jacobians were learnt from the training set. Cascaded regression methodologies have also been proposed in the recent works of [20] [11] [49] [37] [26] [50]. However, to the best of our knowledge, the only work that proposes a generic framework for solving non-linear least squares is the so-called Supervised Descent Method (SDM) [56] [57].

Several shortcomings can be identified in the state-of-the-art cascade methods for deformable face alignment:

- The cascade steps are learnt independently. Each linear regressor simply learns how to regress from a particular fixed variance of shape perturbations to the ground-truth [3]. Thus, correlations between semantically related image characteristics, such as facial pose, are not taken into account.

- The result of the optimisation is tightly coupled with the image features chosen to drive the regression. Hand-crafted features are not data-driven and thus not necessarily optimal for the face alignment task. In contrast, binary/tree-based features [37] [26] [11] [20] are data-driven and have shown to be effective for face alignment. However, these simple pixel intensity differences can not be learnt in an end-to-end manner. The success seen by convolutional features for various computer vision tasks has yet to be realised for face alignment. In particular, no currently proposed system trains end-to-end convolutional features.

In this paper, we propose the Mnemonic Descent Method (MDM) to address the issues above. In particular, MDM models deformable face alignment as a non-linear dynamical system. MDM maintains an internal memory unit that accumulates information extracted from the history of all past observations of the input space. This has the advantage that descent directions are naturally partitioned according to the previously calculated descent directions. This paradigm maps to a very intuitive justification when applied to the problem of face alignment. For example, it seems reasonable that the alignment of any near profile face from a frontal initialisation will have an extremely similar sequence of descent directions. This is validated experimentally in [Fig. 3]. MDM leverages this rich information and trains an end-to-end face alignment method that learns a set of data driven features, using a Convolutional Neural Network (CNN), directly from the images in a cascaded manner and most importantly uses a Recurrent Neural Network (RNN) to impose a memory constraint on the descent directions as illustrated in [Fig. 1]. Our work is also motivated by the success of end-to-end training of convolutional recurrent networks for the tasks of image caption generation [12], scene parsing [36], and image retrieval/annotation generation [21]. To the best of our knowledge this is the first end-to-end recurrent convolutional system for deformable object alignment. In summary, the contributions of this work are:

1. We propose a non-linear cascaded framework for end-to-end learning of the descent directions of non-linear functions. These types of functions are widely applicable in computer vision and existing works such as SDM [56] have shown that descent direction learning can be highly effective.

2. This is the first work on face alignment where a single model is trained end-to-end i.e. from the raw image pixels to the final predictions. We incorporate problem-specific information in the training procedure by learning new image features via a CNN.

3. We introduce the concept of memory into descent direction learning. We believe this is highly discriminative and one of the major strengths of our approach.

4. We improve on the state-of-the-art in face alignment on the challenging test-set of 300W competition [38] [39] by a large margin.

The remainder of this paper is organised as follows. In Sec.2, we provide an overview of related work, with particular emphasis on SDM (Sec.3). Subsequently, in Sec.4 we introduce the proposed Mnemonic Descent Method (MDM) and, without loss of generality, describe its application to face alignment. Finally, in Sec.5 we provide rigorous evaluations of our model, in order to demonstrate the advantages of the proposed MDM over the state-of-the-art.

2. Related Work

The area of deformable face alignment constitutes a very intuitive domain for the application of this work and is thus chosen as the main application domain for evaluation.

Face alignment has a long and rich history that includes the introduction of many important works in computer vision such as Active Appearance Models [13] [55] [2]. Constrained Local Models [16] [51] and 3D Morphable Models [8]. In recent years, the problem of face alignment has seen substantial improvement, partially due to the introduction of large datasets of unconstrained (in-the-wild) images [6] [29] [65], which have been consistently
re-annotated [39, 40, 38]. This increase in data variability and quantity has expanded the power of discriminative methods, such as regression based methods. In particular, many recently successful techniques chain a number of regressors together sequentially, in what is commonly called a cascade. Cascaded regression strategies constitute a large portion of the most popular facial alignment algorithms, as they are highly efficient and generalise well [56, 57, 11, 10, 3, 26, 31, 64, 57, 50]. The most efficient cascaded regression methods are those that achieve regression via boosting of weak learners such as random ferns [11, 10] or random forests [57, 26]. However, a seminal work in this area which generalises to a multitude of problems and can efficiently deal with a large battery of non-linear least squares problems, is that of SDM [56, 57]. SDM was the first work to describe the cascaded regression problem as a more general learning framework in terms of optimising non-linear objective functions utilising learnt descent directions from training data. In particular, the regressors at each cascade are assumed to be linear and model average descent directions in the space of the objective function. However, the learnt descent directions, despite being chained in a cascade, are only related to one another via the variance remaining from the previous cascade. Therefore, the initial cascade levels are prone to large descent steps which may not generalise well. This was addressed in [57] by partitioning the descent directions into cohesive groups during training. At test time, a partition is chosen that represents the correct descent direction. For example, for face alignment this requires an initial estimate of the shape and the descent directions are partitioned according to facial pose. However, this implies that [57] is only useful for tracking scenarios where the previous frame provides the prior information for selecting the correct partition.

Asthana et al. [3] proposed an incremental learning framework for SDM type methods which supports the total independence of each cascade level. They assume that each cascade is independent and therefore cascade levels can be learnt in parallel by merely simulating the residual variance remaining after applying the previous cascade. Although the independence of each level may be attractive for incremental learning, we propose that descent directions should be influenced by prior knowledge from previous descent steps. We propose to model the procedure as a non-linear dynamical system where a continuous latent state variable appropriately drives the procedure. In this paper, we show that it is possible to obtain large improvements when, instead of utilising hand-crafted features, optimal features for the given problem are learnt in an end-to-end fashion.

Our proposed method is also reminiscent of previously proposed deep learning methods for face alignment [43, 55, 47, 61, 63, 62]. Sun et al. [47] and Zhou et al. [63] propose to use independent Convolutional Neural Networks (CNN) to perform coarse-to-fine shape searching. Zhang et al. [61] also utilise a coarse-to-fine shape search using first a global and then a set of local stacked autoencoders. However, each autoencoder is trained in isolation. Zhang et al. [62] propose a novel approach that involves incorporating auxiliary information into the fitting process. Unlike other related methods, they do not incorporate a cascade of networks but instead frame the problem as a multi-task learning problem. Wu et al. [55] use a deep belief network to train a more flexible shape model, but do not learn any convolutional features. Finally, Baoguang Shi et al. [43] propose to jointly learn a cascade of linear regressors. Although the regressors are updated jointly via back-propagation, [43] uses linear regressors and employs hand crafted HoG features [17] rather than learning the features directly from the images. Also, via close inspection of the results reported in [43], we found that their joint cascade methodology did not lead to any improvements in alignment accuracy over cascade regression methods that were trained independently, e.g. 6.32 mean error on the 300W fullset [39, 38] for [37] vs. 6.31 for [43]. In the following section (Sec. 3), we formally introduce the face alignment problem and provide a brief description of the SDM algorithm.

3. Cascaded Regression

Face alignment is defined as the problem of localising a set of l sparse fiducial points, $I_i = [x_i, y_i]^T$ on an image, $I \in \mathbb{R}^{w \times h}$, of a face. Given an image and an initial estimate of the shape within the image, $x^{(0)} = [I_1^T, \ldots, I_l^T]^T$, where $x^{(0)} \in \mathbb{R}^{d \times 1}$ with $d = 2l$, face alignment seeks to recover the ground-truth facial shape $x^*$. In the case of cascaded regression methods such as SDM, the optimisation from $x^{(0)}$ to $x^*$ is learnt from a large training set of images by successively learning a series of linear regressors. Most commonly, the regression parameters are optimised based on a set of complex features extracted from each image around the local area of each of the l fiducial points. We denote the extraction of these features for fixed sized patches (local square regions) from an image as $\phi(I_i; x_i) \in \mathbb{R}^{f \times 1}$. Since SDM proposes to learn a cascade of regressors, the target variables for regression are expressed as shape increments, defined by $\Delta x^{(k)}_i = x^{(k)}_i - x^{(k)}_i$, where $k$ is the current cascade index and, thus, $x^{(k)}_i$ is the current shape estimate of the $i$-th image. Finally, given $n$ input training images, the design matrix is formulated as $\Phi = \{\phi(I_1; x_1), \ldots, \phi(I_n; x_n)\}$ where $\Phi \in \mathbb{R}^{f \times n}$. The matrix encapsulating the target shape increments is also denoted as $\Delta X = [\Delta x_1, \ldots, \Delta x_n]$ where $\Delta X \in \mathbb{R}^{d \times n}$. SDM [56] proposes to learn a series of $k$ linear regressions formulated as

$$
\underset{R^{(k)}}{\text{arg min}} \|\Delta X^{(k)} - R^{(k)} [\Phi^{(k)} 1] \|^2_F,
$$

(1)
where \( \mathbf{R}^{(k)} \in \mathbb{R}^{d \times (f+1)} \) and \( \mathbf{1} \) is a \( f \times 1 \) vector of ones that forces the regression matrix to absorb the bias as its final column. Solving for \( \mathbf{R}^{(k)} \) reduces to a simple linear least squares problem and is given by \( \mathbf{R}^{(k)} = \mathbf{X}^{(k)} \Phi^{(k)^{†}} \) where the bias term is concatenated in the design matrix as in Eq. 1 and is thus omitted for brevity. The next cascade step updates the current shape estimate by \( x_i^{(k+1)} = x_i^{(k)} - \phi(I, x_i^{(k)}) + \Delta x_i^{(k+1)} \) and then recomputes the feature matrix using the new shape estimates. \( \Phi^{(k+1)} = [\phi(I_1; x_1^{(k+1)}), \ldots, \phi(I_n; x_n^{(k+1)})] \).

4. Mnemonic Descent Method

4.1. Feature extraction

Cascaded regression techniques for face alignment begin with a feature extraction stage, where typically a set of hand-crafted features representing image patches are extracted (e.g., HoG [17], SIFT [32], etc.). The feature extraction stage is required because the images are captured under unconstrained settings and so are likely to contain appearance variations (e.g., in illumination, skin-variations, occlusions etc.), which in turn generate local minima in the energy landscape. The aforementioned representations smooth the landscape in order to minimise the effect of such variations [2]. We note that MDM is feature agnostic and may be straightforwardly used with any such non-linear representations. Nevertheless, although conventional hand-crafted features have proved effective for a multitude of tasks in computer vision [18, 56], this process can still be considered sub-optimal given that these representations are also extracted independently of the task-at-hand. The proposed MDM aims to alleviate this issue by means of providing an end-to-end training methodology, in effect jointly discovering both the appropriate non-linear image representations as well as the optimal landmark locations. The feature extraction stage is replaced with a convolutional network module which facilitates learning directional filters leading to the function optimum. Since the training is performed in an end-to-end manner through back-propagation, we essentially learn filters that are used to convolve the image patches jointly with the fitting process.

As discussed in the previous section, the proposed algorithm has several advantages over other state-of-the-art algorithms. One of the core contributions is the discovery of the optimal feature representations, since this eliminates the requirement of utilising hand-crafted features which may be sub-optimal. In the next sections, we introduce the MDM algorithm [Sec.4.2] and its end-to-end training in [Sec.4.3].
4.2. Model

The main motivation of the proposed MDM is to facilitate smooth convergence by essentially treating the previously independent cascade steps as time-steps under a non-linear dynamical system (i.e., modelling dependencies over iterations). Under this paradigm, we essentially learn a single model instead of an independent regressor at each iteration, and by preserving a mnemonic module, MDM enables the steps taken at each iteration to be dependent on the previous ones. Effectively, this discourages pitfalls such as missing the function optimum by “stepping-over” it. To this end, we implement the MDM by utilising Recurrent Neural Networks (RNN), which are well-known to be universal approximators for non-linear dynamical systems [42, 22]. In essence, RNNs facilitate feedback connections and thus generate loops and cycles within the network. This enables recurrent networks to account for temporal dependencies arising in the data. In terms of the MDM, this enables modelling dependencies between the iterations and thus the descent directions. Whilst RNNs maintain the topology of feed forward networks (e.g., input, hidden, and output layers), the feedback connections enable the representation of the current state of the system which encapsulates the information from the previous inputs. The employment of RNNs has proved highly successful on many applications including machine translation [43], speech recognition [25] and image captioning [53].

In the simplest form, an RNN observes \( z_t \) corresponding to the current time-step \( t \), and based on the previous state \( h_{t-1} \) generates the next hidden state, \( h_t \). Eq. 2 is considered the fundamental equation of a recurrent network (also known as the step function or the recurrence equation)

\[
\begin{align*}
    h^{t+1} &= f_r(z^{t}, h^{t}; \theta_r) \\
    h^{t+1} &= \tanh( W_{ih} z^{t} + W_{hh} h^{t}) .
\end{align*}
\]

Eq. 2

Let us now consider the above in the context of cascaded regression, and in particular, in the case of face alignment. The goal of MDM is, given an initial rough estimate of the minimum of the energy landscape, to produce a series of descent directions that iteratively lead to the optimum. We denote this initial estimate as \( x^{(0)} \), which for face alignment is commonly a mean face aligned to the output of a face detector [60]. At each time-step \( t \), the mnemonic module partially observes the energy landscape \( z^{(t)} \). Based on this observation, the internal state of MDM is updated accordingly, by adapting the recurrence expression of Eq. 2. Given a new training sample, the recurrence equation becomes

\[
\begin{align*}
    h^{t+1} &= \tanh( W_{hi} x^{(t)} + W_{hh} h^{t})
\end{align*}
\]

Eq. 3

Conditions the output of the previous time-step and \( u \) corresponds to the dimensionality of the internal state of the recurrent module.

During training, the network updates the current shape displacements by projecting the hidden state, which corresponds to the mnemonic element of the algorithm, to the hidden-to-output matrix \( W_{ho} \in \mathbb{R}^{u \times d} \), as

\[
\Delta x^{(t+1)} = x^{(t)} + W_{ho} h^{(t)}. \]

Eq. 4

This estimate essentially constitutes the observation for the new time-step and translates to the network observing the local energy landscape around \( x^{(t+1)} = x^{(t)} + \Delta x^{(t+1)} \). Note that in this case, the traditional SDM would simply train an independent regressor, and thus fail to utilise the previous states of the algorithm. In fact, in our experimental analysis (c.f. Sec. 5.2) we found, by means of visualisation, that the hidden state of the network at the early stages of the fitting process encapsulates the head pose information. This can then be utilised in subsequent stages to partition the energy landscape and thus enable the model to choose the appropriate descent path to follow. The process is then repeated for a predefined number of time-steps \( T \) and is trained by employing Back-propagation Through-Time (BPTT) [54]. In conclusion, the objective function of MDM can be thus defined as

\[
\min_{\theta} \| X^* - X^{(0)} + \sum_{t=0}^{T-1} W_{ho} H^{(t)} \|_F^2.
\]

Eq. 5

We omit the bias terms for brevity of notation.
where $H^{(t)} = [h_1^{(t)}, \ldots, h_n^{(t)}] \in \mathbb{R}^{n \times n}$ represents the matrix of all states corresponding to each of the $n$ images at time $t$, and $\theta$ all the parameters of the model.

### 4.3. End-to-end training for face alignment

In Fig. 2, we illustrate the application of MDM for the task of face alignment. Given an initial estimate $x^{(0)}$, which corresponds to the mean face shape, a collection of patches is extracted and propagated through the convolutional module $f_c(\cdot; x^{(0)}, \theta_r)$ to obtain the appropriate non-linear feature representations. The recurrent module, $f_r(\cdot; h^{(0)}, h^{(t)})$, then generates the next state $h^{(1)}$ and the process is repeated for a fixed number of time-steps. We found through experiments on the validation set that unrolling the network for $T = 4$ time steps was sufficient for our task. This is consistent with prior work in cascaded regression where 4 cascade levels are widely deemed sufficient [56]. As the whole network is differentiable end-to-end, we can employ BPTT [54] to learn the parameters of the model.

### 5. Experimental analysis

In order to evaluate the efficacy of the proposed MDM, we perform rigorous evaluations against the state-of-the-art methods for face alignment (Sec. 5.1) where we find a strong improvement against the best performing methods of the 300W competition [39, 38]. In Sec. 5.2, we further examine our model by (i) studying the effect of an increasing number of time-steps $T$, (ii) by comparing the outcome of learning a feature extractor (using convolutional features) vs. hand-engineered features (dense-SIFT [32] [52]), and (iii) by visualising the internal state of the fitting process, which reveals that it encapsulates the head pose information which the network can employ to partition the space of descent directions in subsequent time-steps.

#### Datasets. To provide a fair comparison against other recent face alignment methods, we concentrate on the 68-point annotations provided by Sagonas et al. [39, 40]. These annotations are provided for 3 existing in-the-wild datasets (LFPW [7], HELEN [30] and AFW [65]) which were originally annotated using different and incompatible markups. Sagonas et al. also introduced a new challenging dataset called IBUG [39], also annotated with the 68-point CMU MultiPIE markup [24]. Commonly, these annotations are split into the following subsets: (i) the training set (3148 images) consisting of LFPW training images (811), HELEN training images (2000) and AFW (337) (ii) the challenging subset (135) of IBUG (135) (iii) the common subset (554) of LFPW testing set (224) and HELEN testing set (330) and (iv) the full set (689) of the union of the common (554) and challenging subsets (135). We do not consider the original annotations of LFPW (29-point markup) or HELEN (194-point markup) as recent works [64] [37] [62] have shown that these databases have become saturated for the original annotations. The above annotations were actually provided as a training/validation set for the 300W face alignment competition [39] [38], which used another set of images strictly for evaluation, called 300W test-set [3]. The 300W test-set consists of 600 images split into two subsets, indoor and outdoor, which are said to have been drawn from a similar distribution as the IBUG dataset.

#### Evaluation. Unfortunately, there is no consistent way of reporting errors for face alignment, even with regards to the common 300W test sets. This is mostly due to variations in error normalisation. To maintain consistency with the results of the 300W competition [39] we use their definition of the interocular distance i.e. the distance between the outer eye corners. We believe that mean errors, particularly without accompanying standard deviations, are not a very informative error metric as they can be highly biased by a low number of very poor fits. Therefore, we provide our evaluation in the form of CED curves, as this is consistent with the results we received from the authors of [39]. We have calculated some further statistics from the CED curves such as the area-under-the-curve (AUC) and the failure rate of each method (we consider any fitting with a point-to-point error greater than 0.08 as a failure). We believe that these are more representative error metrics for the problem of face alignment. We also note that there is a significant difference between 68-point and 49/51-point error metrics due to the inherent difficulty in fitting the boundary points of the face contour. Therefore, where possible, we present both 68 and 49/51 point errors.

#### Implementation Details. Unless otherwise specified, our network topology consists of two convolutional layers for

<table>
<thead>
<tr>
<th>Method</th>
<th>51-points AUC (%)</th>
<th>68-points AUC (%)</th>
<th>51-points Failure (%)</th>
<th>68-points Failure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERT [30]</td>
<td>40.60</td>
<td>32.35</td>
<td>13.50</td>
<td>17.00</td>
</tr>
<tr>
<td>PO-CR [30]</td>
<td>47.65</td>
<td>38.47</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Intraface [56]</td>
<td>38.47</td>
<td>53.29</td>
<td>19.70</td>
<td>38.38</td>
</tr>
<tr>
<td>Face++ [63]</td>
<td>53.29</td>
<td>49.07</td>
<td>5.33</td>
<td>34.97</td>
</tr>
<tr>
<td>Yan et al. [58]</td>
<td>53.29</td>
<td>50.79</td>
<td>8.33</td>
<td>39.81</td>
</tr>
<tr>
<td>CFSS [64]</td>
<td>50.79</td>
<td>50.79</td>
<td>7.80</td>
<td>39.81</td>
</tr>
</tbody>
</table>

Table 1: Quantitative results on the test set of the 300W competition using the AUC (%) and failure rate (calculated at a threshold of 0.08 of the normalised error).
the feature extraction. Each layer employs 32 filters, each with a kernel of $3 \times 3$. Each convolutional layer is followed by a rectified linear (ReLU) unit and a $2 \times 2$ max-pooling operation. We have added a skip-connection and concatenated the activations from the central crop of the first convolutional layer with the output of the second pooling layer to retain more relevant localisation information that we would otherwise lose from using the max-pooling layers. As a relatively small number of time steps is required to reach convergence we found it sufficient to use a vanilla recurrent module with a state vector of dimensionality 512 units. Finally, a linear projection layer is used to produce the de-

For learning the weights of the network we employ stochastic optimisation with Adam [28] with the default hyperparameters, an initial learning rate of 0.001 with exponential decay of $0.95$ every 20,000 iterations, and mini-batch size of 50 images. We choose the best model according to our validation set (300W full set).

For all experiments, our network was trained on the 3148 images of the 300W training set with 68-point markup and the bounding boxes provided by the 300W competition were used for training and testing. Training images were augmented in order to provide extra training data by adding per-pixel Gaussian noise of $\sigma = 0.5$, by mirroring around the vertical axis, and finally with random in-plane rotations $\pm 15^\circ$ generated from a uniform distribution.

### 5.1. Comparison with State-of-the-art

We compare against state-of-the-art methods in two separate experiments. To provide a relatable benchmark, we evaluated MDM on the full set of 300W. In Fig. 6 we provide comparison CED curves against the state-of-the-art methods of Project-Out Cascaded Regression (PO-CR) [50], Coarse-to-fine shape searching (CFSS) [64], Explicit Regression Trees (ERT) [26], Intraface [56, 19], Chehra [3] and a baseline SDM that we implemented using Menpo [1] employing dense-SIFT features. All methods were initialised with the same bounding boxes, as provided by the 300W competition. All methods were chosen due to being publicly available. ERT was re-trained using the implementation provided by DLib [27] with the 300W bounding boxes using the 300W training set. We believe that this experiment demonstrates that the currently available face alignment datasets are becoming saturated, as there is little difference between three of the most recently proposed methods (CFSS, PO-CR, and MDM). Historically, face alignment methods have struggled with not having sufficient training data, and this may have led authors to use the above test-sets as both validation sets (for hyperparameter tuning) and as evaluation sets.

Our primary experiment was evaluated on the test set of the 300W competition [39, 38]. Fig. 4 illustrates the 68-point and 51-point plots of the provided results. The results show that MDM outperforms the rest of the face alignment methods for both the 68-point and 51-point error metrics, setting a new state-of-the-art on the problem of face alignment. It should be noted that the participants of the competition did not have any restrictions on the amount of training data employed which further illustrates the effectiveness of our approach.
5.2. Self Evaluations

In this section we performed a number of self evaluation experiments to explore the behaviour of our model.

Effect of adding time-steps. In Fig. 5 we show the effect of increasing the number of time-steps for the recurrent network. The mean interocular distance is reported over the whole of the 300W full set. Here we see that only 4 iterations are necessary before the performance plateaus.

Effect of learning features. In Fig. 5 we study the effect of learning features using the CNN in comparison to the SIFT [32] features which are commonly used in many of the cascaded regression algorithms for face alignment [56, 50, 64]. Fig. 5 provides the CED curve on the 300W full set and clearly shows that the learnt features are much more discriminative than the hand-crafted SIFT features.

Partitioning. In Fig. 3 we plot a t-SNE [51] visualisation of the $T = 1$ internal states of MDM for 2000 randomly selected images from CMU Multi-PIE [24]. The images were uniformly sampled over a range of out-of-plane head poses in the range $\{-30^\circ, -15^\circ, 0^\circ, 15^\circ, 30^\circ\}$. Fig. 3 clearly shows that MDM is able to partition the space of descent directions according to the head pose. Previously [57, 59], partitioning by pose estimates was considered separately and thus external information was required to perform face alignment. In contrast, MDM naturally learns this partitioning and benefits from improved fitting performance likely due to the implicit clustering of related semantic attributes such as head pose.

6. Conclusions

We presented the Mnemonic Descent Method (MDM), a non-linear unified model for end-to-end learning of descent directions of non-linear functions. In contrast to existing cascaded regression frameworks, MDM is able to model dependencies between iterations of the cascade by introducing the concept of memory into descent direction learning.

We employ MDM in the area of deformable object alignment. We have proposed the first convolutional recurrent architecture that is able to be trained in an end-to-end manner i.e., from the raw image pixel intensities to the final predictions. By utilising the convolutional module, we have shown that MDM can learn a set of robust features that outperform hand-crafted features for face alignment. Additionally, the recurrent module appears to leverage past information, such as head pose in order to partition the space of descent directions in a data-driven manner. Finally, our approach outperforms the current state-of-the-art for face alignment on the challenging test-set of the 300W competition.
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