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Abstract

Virtual learning has gained increased importance because of the recent pandemic sit-
uation. A mass shift to virtual means of education delivery has been observed over
the past couple of years, forcing the community to develop efficient performance as-
sessment tools. Prediction of students performance using different relevant informa-
tion has emerged as an efficient tool in educational institutes towards improving the
curriculum and teaching methodologies. Automated analysis of educational data us-
ing state of the art Machine Learning (ML) and Artificial Intelligence (AI) algorithms
is an active area of research.

The research presented in this thesis addresses the problem of students perfor-
mance prediction comprehensively by applying multiple machine learning models
(i.e., Multilayer Perceptron (MLP), Decision Tree (DT), Random Forest (RF), Ex-
treme Gradient Boosting (XGBoost), CATBoost, K-Nearest Neighbour (KNN) and
Support Vector Classifier (SVC)) on the two benchmark VLE datasets (i.e., Open
University Learning Analytics Dataset (OULAD), Coursera). In this context, a series
of experiments are performed and important insights are reported. First, the clas-
sification performance of machine learning models has been investigated on both
OULAD and Coursera datasets. In the second experiment, performance of machine
learning models is studied for each course of Coursera dataset and comparative anal-
ysis are performed. From the Experiment 1 and Experiment 2, the class imbalance
is reported as the highlighted factor responsible for degraded performance of ma-
chine learning models. In this context, Experiment 3 is designed to address the
class imbalance problem by making use of multiple Synthetic Minority Oversampling
Technique (SMOTE) and generative models (i.e., Generative Adversial Networks
(GANs)). From the results, SMOTE NN approach was able to achieve best classi-
fication performance among the implemented SMOTE techniques. Further, when
mixed with generative models, the SMOTENN-GAN generated Coursera dataset was
the best on which machine learning models were able to achieve the classification ac-
curacy around 90%. Overall, MLP, XGBoost and CATBoost machine learning models
were emerged as the best performing in context to different experiments performed
in this thesis.

Keywords: Virtual Learning Environment, Machine Learning, Classification, Stu-
dents Performance Prediction, Generative Adversial Networks (GANs), SMOTE, Ar-
tificial Intelligence.
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Chapter 1

Introduction

Technological advances over the years, have influenced the educational system by in-

troducing mobile devices, software systems, internet and range of electronic gadgets.

Over the period of last fifty years, technology has paved its way into the education

sector in context to online learning. Online learning has a rich history that spans

several decades mainly starting from 1960s when the concept of Computer-Based

Training (CBT) emerged, utilizing mainframe computers to deliver educational con-

tent [2, 3]. The 1970s saw the development of Programmed Logic for Automatic

Teaching Operations (PLATO), one of the first online learning platforms [4, 5]. The

1980s witnessed the Western Behavioral Sciences Institute offering the first fully on-

line degree program, while the rise of telecommunications networks and personal

computers brought new opportunities for computer-based learning [6, 7]. The 1990s

marked a significant milestone as the internet became more accessible, leading to the

development of online learning systems. The University of Phoenix launched its on-

line division, and web-based Learning Management Systems (LMS) like Blackboard

and Moodle emerged as centralized platforms for online course delivery [8].

The 2000s brought about the popularity of Massive Open Online Courses (MOOCs),

which offered free online courses to a global audience [9]. Platforms such as Cours-

era, edX, and Udacity contributed to the MOOC movement. Virtual classrooms and

web conferencing tools like Adobe Connect and Zoom improved synchronous online

learning experiences. The proliferation of smartphones and tablets made mobile

learning (m-learning) feasible, allowing learners to access educational content on

the go. In the 2010s, online learning became increasingly mainstream, with tra-

ditional universities and colleges integrating online courses into their curriculum.
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Blended learning, combining online and face-to-face instruction, gained recognition 
as an effective educational approach. Adaptive learning technologies emerged, uti-

lizing data and analytics to personalize learning experiences. Open Educational Re-

sources (OER) and OpenCourseWare initiatives promoted the sharing of educational 
content freely online [10]. The 2020s brought a seismic shift in online learning 
due to the COVID-19 pandemic. Educational institutions worldwide rapidly shifted 
to remote teaching and learning, leading to a significant surge in online learning. 
Video conferencing tools, learning management systems, and other online platforms 
became even more prevalent. Augmented Reality (AR) and Virtual Reality (VR) 
technologies started showing promise in creating immersive learning experiences 
[8, 11].

In recent years, virtual learning through online platforms (i.e., Virtual Learning En-

vironment (VLE)) has emerged as a potential means of education mainly because of 
technological advancements in computers and the easy availability of the internet 
[12]. The significance of VLE was first noticed in higher education and later, its 
usefulness was observed among the undergraduate students’ [13]. Jani et al. [14] 
argued that blended learning of face-to-face and using the VLE platform increased 
the students’ understanding and performance. There are multiple VLE platforms 
available nowadays, however, the most commonly used within the education sector 
is Moodle.

The Coursera platform is also widely used for virtual learning and is among one of 
the most accessed education material providers. The recent COVID-19 pandemic 
situation has further highlighted the need and importance of virtual education be-

cause of the shift in teaching from on-campus to online in most educational insti-

tutes [15, 16]. As of now, most educational institutes are using custom online tools 
and VLE for teaching. The COVID-19 crisis has led to the rise of unprecedented 
challenges for education. There has been a shift to fully utilise the virtual learning 
capacities to provide alternative learning experiences to students [17].
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A reliable and effective assessment of students’ performance on a virtual learning 
platform is a very challenging and unconventional task to achieve [18]. The 
prediction of students’ performance will help instructors at the initial stages of the 
course to care for students who need help by encouraging them to do the classwork 
[19]. Each institute is following a different means of assessing students [20, 21, 
22], however, it is far from the real performance of students mainly because of 
external help, the inability to replicate exam room isolated environment and the 
pressure of time.

The inability to evaluate the close-to-real performance of students has raised ques-

tions on the quality of education in the past and on-campus education has always 
been given preference. However, the recent mass shift to virtual learning due to 
the pandemic has exponentially escalated the issue and forced the community to de-

velop efficient performance assessment mechanisms and tools. It is now important 
to inquire into the contributions of VLE to students’ performance and various factors 
that might affect it. Adopting of these environments has made it necessary to evalu-

ate students’ results in VLE may differ from regular teaching modes (face-to-face) as 
the most affected factor is location and time difference.

The difference in the teaching mode and results obtained by students through VLE 
requires verification if they are eligible and how to compare the results obtained 
from face-to-face learning and VLE. This difference shows the importance of antici-

pating the students’ performance in various courses and programs that stem from the 
fact that prediction creates real opportunities for improving educational outcomes 
and finding patterns of students’ VLEs usage [23]. Among others, Educational Data 
Mining (EDM) which is a process used to extract useful information and patterns 
from a huge educational database [24] has emerged as the most effective approach.

It involves the application of data mining techniques to data obtained from students’ 
use of VLEs, actions and behaviors recorded in it [25]. Artificial Intelligence (AI) 
learning based approaches (e.g., classification, regression) have been found effec-

tive in predicting students’ performance based on the data collected through VLE. 
Effectiveness and accuracy of prediction is highly dependent on the data type of 
features being used, size of a dataset and diversity in the dataset.
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1.1 Problem Statement

To improve the overall quality of education systems, special emphasis has been paid

to new strategies of Information and Communication Technologies (ICT) in higher

education. There are many examples of employing ICT in higher education, such as

the use of distance learning, blended E-learning and VLEs [26]. Although VLE has

succeeded in becoming a common practice in current educational systems, however,

predicting students’ performance is still a complex process as it depends on several

variables [27]. Despite efforts being exerted to improve students’ performance, high

percentages of students’ are at risk of academic failure, dropout and low achieve-

ments.

The problem lies in the fact that predicting performance itself is a challenging task,

as many factors can affect the prediction process and the large volume of data associ-

ated with these factors. Cheating during the e-assessment by accessing information

from the Internet, written materials and other helpful stuff [28] has been identi-

fied as one of the significant factors to identify and prevent from while making the

assessment. Although, this is also an important aspect to explore, however is not

addressed under the scope of the research presented in this thesis.

For years, distant learning has been criticized for its unreliable grading criteria and

assessment approaches and is given less consideration in comparison to in-person

face to face education [29, 30]. Conventionally, distant learning through VLE (i.e.,

method of education where students and instructors are physically separated, and

learning takes place through the use of various instructional materials and communi-

cation technologies [30, 31]) uses timed quiz, discussions, graded assignments, case

studies and timed exams to evaluate the performance of students’ during a certain

course. However, ensuring that student himself/herself is attempting all the assess-

ments and virtually determining the behaviour of student is still a research gap to be

addressed. This may be a potential future research lead by the classification results

reported in this thesis. Recent COVID-19 pandemic has forced the whole education

system to adapt for VLE and hence the problem of virtual assessment of students’

has been scaled up significantly.

As of now, there are no standard procedures around the world, rather different ed-

ucational institutes are adapting different experimental setups. Given the success of

Machine Learning (ML) and AI in different domains, there is a scope of investigat-
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ing different AI-oriented solutions for e-assessment of students’ in VLE. The impact

of different features on prediction performance is another domain of research that

needs to be explored. The approach adopted in the presented thesis is to perform

a comprehensive literature survey to identify the significant features related to pre-

dicting students’ performance. The most important features in existing dataset, with

high correlation, include course design features, teaching style, access pattern and

student life circumstances. Listed are brief details about each influential feature:

• Course Design: The course design is the resources available on the VLE plat-

form for all courses, including videos, quizzes, assignments and reading mate-

rials. The course design is assumed to be taken as a static value, since it exists

at the start of the course. Each material number, type and length affects stu-

dent performance [32]. The number of learning materials taken by the student

depends on one’s intentions [32]. However, the level of student involvement

in discussion forums is an effective way to exchange information. Based on

the course content prepared by the instructor, this number is a key issue to

encourage student interactions in the learning materials in the course [33].

• Teaching Style: The teaching style is taken as a dynamic value that depends on

what teacher does after what the exists at the start of the course. The number

of scheduled teaching activities determines the teaching style and whether the

instructor uses live or offline sessions. The author [34] referred to the teaching

style as Learning Design (LD). Each VLE platform contains a different type

of data about teaching style. Also, each instructor builds his strategies and

techniques under the guidance of the information flow to deliver the most

comprehensible information to the students. The course curriculum acts as the

foundation to establish the route map by the instructor.

• Access Pattern: The access pattern is the data accessed by the student or

teacher, such as time spent on learning materials, the number of times students’

participate in the course forum and number of hits (mouse clicks) per resource

students’ do. This feature is taken as a dynamic value. Previous researchers

showed a strong relationship between the access pattern and student perfor-

mance [35]. These students’ access patterns are determined as behavioural

features, and the number of actions by a student during the course is recog-

nized as the access pattern.
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• Student Life Circumstances: Student life circumstances may affect his per-

formance and also life circumstances about student living environment. The

essential data for every student’s circumstances, affects the performance and

learning path. Student circumstances such as student employment status (part/full-

time), marital status, number of children, student first language and studying

language and type of study funding (self-funded or scholarship). Student per-

formance may differ depending on their demographics and life circumstances.

Some students’ circumstances are dynamic and in some cases keep fixed like

student employment status, marital status and the number of children could

be changed.

ML and AI techniques have been employed in research studies to forecast student

performance by leveraging diverse features. However, the literature lacks unifor-

mity in reporting the accuracy of predictions across publicly available datasets. An

acknowledged challenge within these datasets is the existence of class imbalance, a

condition where the distribution of classes is significantly skewed, potentially lead-

ing to biased predictions and impacting model performance. To address the afore-

mentioned issue, it is imperative to consider the class imbalance problem as an inte-

gral part of the problem statement.

1.2 Research Questions and Thesis Objectives

To address the problem of predicting students’ performance over VLE, a number

of corresponding research questions have been formulated. The scope of thesis is

restricted to classification of students’ grades using the latest learning-based models.

In this context, research questions are defined as four-fold:

1. What are the most influential and significant features related to prediction of

students’ performance over VLE?

(a) To what extent does the course design (i.e., number of quizzes, assign-

ments) affect students’ performance on VLEs?

(b) What is the link between student access pattern (i.e., time spend on VLE,

number of hits) and students performance on VLEs?
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2. To what extent students’ performance can be predicted using classification

models on VLE?

3. To what extent balancing techniques can be used to improve the class imbal-

ance problem in existing VLE datasets?

4. To what extent available techniques can be used to improve the class imbalance

problem in existing VLE datasets?

To address the formulated research questions, following tasks (T) were performed

in this thesis:

• T1 : ML classification approaches are implemented using existing datasets (i.e.,

Open University Learning Analytics Dataset (OULAD), Coursera) to predict the

failure or success of students. The impact of influential features on the classifi-

cation performance is also be evaluated.

• T2 : Multiple Synthetic Minority Oversampling Technique (SMOTE) techniques

are implemented to balance the Coursera dataset and their impact on the ML

classification performance is studied.

• T3 : The state of the art generative models are implemented as a potential

approach to simulate the data and compare the results with VAE. The role of

simulated data is evaluated in the performance of classification models.

1.3 Research Limitations

This section states the research limitations faced during this study. These limitations

listed are as follows:

• Some of the student information about their life aspects like (demographic

information and student life circumstances) could be examined through survey,

but survey publishing was restrained by the University of London.

• Limited access to information on the Coursera dataset, which is restricted by

University of London. Some information like "final grade" is not available on

the Coursera dataset.
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1.4 Chapters Outline

This thesis contains seven chapters, which aligned with the research strategy 1.1:

• Chapter 2: It shows the previous studies approaches and results, eliminating

the potential research aspects of student performance prediction on VLEs.

• Chapter 3: It describes the datasets used in this research and the research

approach followed by the study designed.

• Chapter 4: This chapter applies ML models on the Coursera and OULAD datasets

(RQ2).

• Chapter 5: It shows the significant features in predicting students’ performance

based on each subject of the Coursera dataset (RQ1).

• Chapter 6: It applies the potential techniques of class imbalance, which con-

tains the state of the art method (RQ3, RQ4).

• Chapter 7: This chapter summarizes the main contribution of this thesis and

possible future studies.
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Figure 1.1: Overview of thesis outline.
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Chapter 2

Literature Review

Presented systematic literature review is performed using the guidelines reported

by [36]. A list of relevant keywords was prepared to explore the literature for for-

mulated research questions. Combination of “Machine Learning", “Artificial Intel-

ligence", “Educational Data Mining", “Virtual Learning Datasets", “Students’ Perfor-

mance Prediction", “Learning Material", “Teaching Styles",“Student Access Patterns"

and “Student social context". Academic databases including IEEE Xplore, Scopus

and Science Direct were searched against the combinations of listed keywords. The

resulting literature was then filtered using inclusion/exclusion criteria. This study,

only included studies (articles) written in English and published in the last three

decades. The main filtering criteria was the subjective manual screening of extracted

literature to determine the scope of literature entry to be included in the presented

review. The relevance of the literature was determined based on a sequential pro-

cess of title screening, abstract screening and full article study. For this study, only

the benchmark state of the art literature entries that were included published after

year, 2015. The focus of the presented review is a ML-based investigation of the im-

pact of course design, teaching style, teacher access pattern, student access patterns

and student life circumstances on the performance of students. Recently in 2021,

the four factors were illustrated by [37]. In total, 13 benchmark literature review,

entries were shortlisted to be included in the main review.

This chapter presents a systematic literature review to investigate the impact of

course design, teaching style, teacher access pattern, student access patterns and

student life circumstances on the performance of student. Focus of the review is

to identify the key ML-based technologies and methods used to predict the perfor-
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mance of students. Furthermore, relevant literature is critically analysed to highlight 
the potential shortcomings reported in the literature regarding the prediction of stu-

dents’ performance. The chapter also outlines the recent research performed using 
the OULAD dataset and briefly o utlines t he a dopted m ethodology t o p reform the 
literature review.

The chapter is structured as follows: Section 2.1 provides basic information about 
the VLE and its importance in the current time, Section 2.2 introduces the basic 
concepts of EDM as a context to presented review, Section 2.3 presents the fund-

mental concepts of LMS, Section 2.4 provides the detailed information about the 
MOOC, and Section 2.5 is the main section and presents the review of most relevant 
literature in chronological order to highlight the advancements in this domain.

2.1 Virtual Learning Environment (VLE)

VLE is a digital platform or soft-ware application that allows educational courses 
and resources to be delivered and managed online. It provides tools for course 
organization, content delivery, com-munication, collaboration, assessment, and 
tracking of student progress [38, 39]. Interaction of students and teachers through 
VLE creates an interactive learning en-vironment where students can benefit from 
the online materials and interactions with teachers. Although, VLE is not an 
ideal platform to fit in all scenarios [40], however, proposes several creative and 
flexible options for learning and teaching. Some highlighted advantages of VLE 
include flexibility in use, cost and time effi-cient, remote access and interactive 
learning environment. Some limitations of VLE include requirement of high speed 
internet connection, reliable network, availability of computer and lack of 
assessment tools. Measuring the performance of students on VLE is one of the 
most discussed limitations [41] of VLE mainly because of insuf-ficient face-to-face 
communication and lack of in-class assessments. Despite all of its disadvantages, 
VLE has played a key role during the COVID-19 pandemic [42, 43] situations and 
is used as a main learning tool.

The shift towards VLEs and technology-enhanced education has gained significant 
attention in recent times, replacing traditional classroom methods in many educa-

tional institutions [44]. VLEs, also known as e-learning systems, have been em-
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braced by colleges and universities to enhance the learning process. These platforms

provide virtual spaces for teaching and learning, supplementing face-to-face inter-

actions with web technologies [45, 46]. The use of VLEs allows for the collection of

valuable data on study syllabi and student engagement, which can be analyzed to

improve educational experiences and facilitate data-driven strategic planning [47].

VLEs serve as facilitators in the educational process by fostering communication, un-

derstanding, and interpretation among learners. Through educational projects and

digital provisions of materials, notifications, and chat rooms, VLEs simulate the tra-

ditional classroom experience while offering creative teaching approaches [48, 49].

The accessibility of extensive datasets in technology-enhanced learning systems en-

ables the analysis of learners’ academic abilities, problem resolution, and perfor-

mance evaluation. By employing data mining methods, such as classification mod-

ules, predictions can be made about student enrollment, academic achievement, and

identification of test procedures that may need adjustment [50, 51].

Research indicates that the characteristics of VLEs and the students’ interactions with

these environments have a significant impact on academic achievement. Factors such

as the number of logs, volume of discussion activity, and utilization of tools are in-

dicators of enhanced achievement in virtual learning programs [52, 53, 54, 55].

However, it is important to consider the disparities in technological use among

learners and the influence of the learning environment on educational performance

[56, 57, 58]. Ignoring the learning environment may lead to over or underestimation

of the effects of VLE characteristics on academic achievement. Furthermore, educa-

tional data mining can be applied to identify learners’ strengths and weaknesses,

allowing teachers to enhance instructional strategies accordingly [59]. Personal-

ized teaching and learning techniques based on analyzed datasets provide valuable

insights into students’ performance, attentiveness, and goals. This information en-

ables teachers to modify courses, themes, and approaches to meet individual student

needs. Notably, research suggests that virtual, interactive, real-time, instructor-led

(VIRI) online learning environments have a similar impact on student performance

as face-to-face courses, highlighting the effectiveness of virtual learning platforms

[60].
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2.2 Educational Data Mining (EDM)

EDM involves an application of data mining techniques to data obtained from stu-

dents’ use of VLEs, actions and behaviors recorded in it. A general definition of EDM

was given by [61]. Data Mining is a multidisciplinary approach that involves the

analysis of psychometric, educational psychology, social networks and cognitive psy-

chology to obtain information from large amounts of data [62, 63]. EDM analyses

learning systems data and takes into account administrative, demographic and mo-

tivational variables that might affect these systems. Some of the challenges of the

e-learning were presented by [64].

It analyses the data collected from students involved in the VLE in terms of their

facial expressions and conversations as an audio file. EDM in higher education insti-

tutions is an emerging research topic; it has succeeded in gained popularity in the

area of academic research due to its positive effects on educational outputs. The

students performance can be predicted with different modules, like the classification

module that forms a link between students grades and factors affecting them [25].

Educational institutes have shown considerable interest in the prediction of students

performance in virtual and personal learning environments [65, 66] based on the

different types of datasets towards improving their curriculum and teaching method-

ologies. EDM and learning analytics are the research domains for automated analysis

of educational resources. ML, Artificial Neural Networks (ANN), Collaborative Fil-

tering (CF), Decision Tree (DT), Naive Bayes (NB) and k-Nearest Neighbour (k-NN)

are commonly used tools for processing the educational data. Extracted information

and patterns from such analysis can be used in different utilities towards improv-

ing the overall learning process for students. One such application is to predict the

performance of students by analysing the dataset recorded through virtual platforms

[67].

The identification of students behaviour in terms of their strengths [68] and weak-

nesses using EDM can significantly facilitate instructors in improving their teaching

methodologies. ML has been used as an application to improve the quality of VLE

[69, 70, 71]. It is a sub-field of AI that enables computers to learn from experiences

and data to carry out complex processes, instead of depending on pre-determined

programmed rules [72]. The use of state-of-the-art ML and AI algorithms for pre-

dicting students’ performance is an active area of research [19].
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2.3 Learning Management System (LMS)

LMS emerged as a dominant and successful technology for education in early 2000,

providing a centralized platform for e-learning in universities. Before the LMS, e-

learning relied on various tools, resulting in inconsistent quality and varied tool sets

across institutions [8]. The LMS offered a comprehensive solution by integrating

popular tools into a single platform, enabling universities to progress more rapidly

in their e-learning initiatives. However, over time, institutions became locked into

contracts with LMS vendors, limiting their flexibility and hindering innovation.

LMS adoption grew significantly in the first half of the decade, with most higher ed-

ucation institutions deploying an LMS. Commercial providers like WebCT and Black-

board, as well as open-source solutions like Moodle and Bodington, were available

options [8]. Initially, the LMS was used in familiar ways, resembling virtual class-

rooms and replicating traditional teaching methods rather than embracing more ex-

perimental pedagogies. One challenge with enterprise systems like the LMS is the

accumulation of institutional practices and structures around them, creating a form

of "software sedimentation" [73]. Institutions invest substantial resources in technol-

ogy, training, and support, leading to the development of administrative structures

aligned with the specific LMS. This focus on the LMS as the solution for all educa-

tional needs stifles innovation and limits exploration of alternative approaches.

In the mid-2000s, there was interest in service-oriented architectures, where systems

could be assembled using discrete services. This approach would allow institutions

to curate the best tools for their specific needs instead of relying on a single LMS.

However, the convenience and support offered by specific LMS providers discour-

aged the pursuit of this approach. Lock-in with particular tools has been a driving

factor in the sedimentation process. The Open University (OU) adopted a service-

oriented architecture approach in 2004, leveraging the open-source Moodle plat-

form to integrate various tools while maintaining customization options [8]. The

OU’s adoption of Moodle significantly accelerated their e-learning initiatives. How-

ever, the service-oriented architecture approach using protocols like SOAP did not

gain widespread traction due to practical limitations and the focus on maintaining

and developing their version of Moodle. The investment in Moodle has made it

challenging for institutions to transition to other solutions.
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In 2007, there were discussions about the decline of the LMS and the emergence

of loosely coupled third-party tools. However, the LMS remained prevalent, con-

tinuously evolving to incorporate new features and shedding its classroom-centric

imagery. The robustness and stability of the LMS have contributed to its enduring

popularity, although it often goes unappreciated in the educational technology com-

munity. Balancing freedom, innovation, and core functionality is crucial, allowing

experimentation within the LMS framework while pushing boundaries at the fringes.

In the context of the history of online learning, the LMS emerged as a central tech-

nology in the early 2000s, providing universities with a comprehensive solution for

e-learning. It replaced disparate tools and allowed for more consistent and efficient

implementation of online education. However, the LMS also presented challenges,

including vendor lock-in, limited innovation, and the development of institutional

structures centered around the specific technology. Despite debates about its de-

cline, the LMS has persisted and evolved, offering integrated features and remaining

a vital component of online education.

2.4 Massive Open Online Courses (MOOCs)

MOOCs emerged in 2012 and was instantly picked by media. The aim of this

program was to provide students with online free courses in large numbers and

it claimed to revolutionize the education section, however, these claims proved

overblown and several issues were identified. The low completion rates, with only

around 10% of registered students finishing the courses, have been a persistent prob-

lem. Additionally, the demographics of successful MOOC learners revealed that most

were already well-educated individuals, undermining the notion of MOOCs democ-

ratizing education. Another challenge has been the sustainability of MOOCs, as their

costs can vary considerably, particularly when factoring in staff time, marketing, and

support [8].

As a result of these challenges, there has been a shift in the approach to MOOCs.

Providers like Coursera and Udacity started exploring blended learning models and

offering paid courses for credit. The focus shifted from being free providers of edu-

cation to becoming courseware providers within traditional education systems. This

transition, while not necessarily negative, deviated from the initial vision of MOOCs

as open and accessible platforms.
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Despite the limitations and issues, MOOCs have had practical applications and posi-

tive outcomes. Millions of people have enrolled in MOOCs and found them valuable

for learning. They have been used to expand formal education by offering credit

transfer programs and enhancing the curriculum. MOOCs also raised the profile

of educational technology and open practices, driving the adoption of open access

resources and fostering a culture of openness. The MOOC phenomenon reflects

broader attitudes toward educational technology and the desire to "fix" education. It

aligns with the narrative of education being broken and the belief that technology-

driven solutions can address the rising costs of higher education. However, this

perspective is primarily applicable to the United States of America (USA) context,

where higher education is primarily financed by students through debt [8]. In many

countries, higher education is still considered a public good, and different models

for funding higher education are not explored.

The emphasis on disruption, often associated with MOOCs and educational tech-

nology, should be critically examined. Disruption, as a complete systemic change

that replaces an entire industry, is rare and not necessarily desirable in the case

of education. The notion of educators resisting change needs to be challenged, as

many educational technologists actively embrace technology and explore its possibil-

ities. While the initial experimental approach of MOOCs was beneficial for exploring

new pedagogy, technology, and subject matter, the subsequent commercialization of

MOOCs led to a more conventional approach and limited openness [8]. The po-

tential for MOOCs to be fully open, not just in terms of access but also in terms of

reusability and openness of content, was not fully realized.

In summary, the rise of MOOCs has had both positive and negative impacts on online

learning and open education. The field of educational technology needs to find a

balance between the opportunities presented by MOOCs and the potential pitfalls

associated with hype and commercialization.

2.5 Artificial Intelligence (AI) and Machine Learning

(ML) for Students’ Performance Prediction

This section presents the review of literature where AI and ML are used for the stu-

dents, performance prediction based on learning materials, teaching style, access
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patterns and students’ social context datasets. Literature is presented in chronologi-

cal order to highlight the shift in trends over the years, in this domain.

The objective of the ML was deeply studied and presented by [74], While using 
ML in the educational field was initially presented by Korkmaz et a l. [75], Chen et 
al. [76] and Cheng et al. [77]. The first P rinciples o n M achine L earning Virtual 
Flow were presented by [78]. Then Elbadrawy et al. [79] implemented a class 
of linear multi-regression models to predict the performance of students’ using the 
educational data. Models used data features including past performance, interaction 
with Learning Management System (LMS) and course-related activities. Proposed 
models were validated on a custom-collected dataset from the University Minnesota 
of 11,556 student entries and 832 courses studying on-campus. From the results, 
Root Mean Square Error (RMSE) for the multi-regression models was reported as 
0.147, improved from single regression model.

The k-NN based module was predicted by Yee-king et al. [80] in the student’s 
grades from collaborative social learning. The authors implemented a k-NN algo-
rithm to classify students with 2, 3 and 10 grade bands. Multivariate classification 
approach was used to avoid the weak classification. The proposed approach was val-
idated on a custom-generated dataset from virtual programming course at Coursera 
in 2014. The gathered dataset consisted of a total number of User Interface (UI) 
clicks and mouseovers generated during the course. Authors were able to achieve a 
classification accuracy of 88%, 77% and 31% for 2, 3 and 10 grade bands, respec-
tively. Although, the reasonable performance was reported, however, a comparison 
of performance with literature was not performed to highlight the scope of the study. 
Furthermore, the potential of other latest algorithms was not explored for standard 
datasets.

The performance of students in the final exam using by [81] k-NN and Support Vec-

tor Machine (SVM) ML approaches. A custom-collected dataset from the University 
of Minho, Portugal with 395 data samples, was used to validate the performance 
of ML models. Dataset consisted of students’ background and personal information 
attributes. From the analysis, relatively comparative results were reported for both 
approached with SVM slightly better (96% accuracy) than k-NN (95% accuracy).

A comparative study was performed and presented by Iqbal et al. [82] of three dif-

ferent ML approaches including CF, Matrix Factorization (MF) and Restricted Boltz-
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man Machines (RBM) towards predicting the grade of students. A custom collected

dataset from International Technical University (ITU), Pakistan with 225 students’

entries was used for the validation of ML algorithms. The dataset consisted of

performance-based features including previous academic performance and interview

score. From the results, the RBM approach was reported best among implemented

three with an RMSE of 0.3.

In a similar way a comparative study to predict the students’ engagement and its

impact on performance using several learning-based algorithms were presented by

Hussin et al. [33]. Authors implemented DT, Classification And Regression Tree

(CART), JRIP Decision Rules, GB trees and NB classifier on OU acquired dataset to

predict the students’ engagement. The dataset of only the July, 2013 session (384

records) was used with demographic, performance and learning behaviour features.

Authors reported that the J48 decision tree algorithm outclassed others with the

highest accuracy of 88.52% and recall of 93.4%.

Heuer and Breiter [83] implemented several machine-learning approaches to iden-

tify the risks students from their first assessments. The authors used a standard

OULAD Dataset with 32,593 student entries. Activity-based and performance fea-

tures were used to predict the performance. Authors implemented SVM, NB, random

forest (RF), Extreme Gradient Boosting (XGBoost) and Logistic Regression (LogR)

ML approaches. From the results, SVM outperformed other implemented algorithms

with 87.98% accuracy. Sekeroglu et al. [84] investigated the students performance

prediction and classification using a variety of ML algorithms. The authors used

Long-Short Term Memory (LSTM), Back propagation (BP) and Support Vector Re-

gressor (SVR) for prediction while BP, SVM and GB classifier for classification. Stu-

dents’ Performance Dataset (SPD) was used for prediction analysis while Students

Academic Performance Dataset (SAPD) was used for classification analysis. Datasets

mainly included students’ demographic, academic background and behavioural fea-

tures. The authors reported SVR as the best algorithm for prediction while BP for

the classification.

Although the authors achieved acceptable results, however, no comparison with ex-

isting literature was performed. El fouki et al. [85] proposed an improved clas-

sification model based on deep learning and Principal Component Analysis (PCA)

for prediction of students performance. The proposed multi-dimensional approach,

aimed at reducing the dimensions of data and extracting relevant information from

the data to improve the model classification accuracy. A custom-collected dataset
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with 496 records, consisting of features including students performance, section in-

formation and activity participation. The dataset was pre-processed using PCA for

dimensional reduction and then analysed using deep learning model, Multilayer Per-

ceptron (MLP) and BayesNet. The authors reported the highest classification accu-

racy of 92.54% for the deep learning model.

A module model was proposed by Hussain et al. [70] based on internal assessment

using deep learning with Adam optimizer to predict students performance. In addi-

tion to the deep learning model, two other approaches including Artificial Immune

Recognition System (AIRS) v2.0 and AdaBoost were also implemented for compar-

ative investigation. The authors used custom collected dataset of 10,140 records

from 3 different colleges in India. The performance of students in multiple tests

was the main feature of used dataset towards predicting the final grades. From the

results, deep learning model with binary cross entropy loss and sigmoid activation

was reported as best with classification accuracy of 95.34%.

Ajibade et al. [71] implemented various classification algorithms on the behavioural

learning data of students’ to predict the performance. In addition, authors used

Differential Evolution (DE) for behavioural feature selection. Proposed approaches

were validated against the custom-collected dataset with record of 500 students.

Dataset consisted of demographic, academic, learning process and behavioural learn-

ing features. DT, k-NN and SVM approaches were applied and DT was reported best

among three but not with huge margin. The authors also implemented an ensemble

of multiple models using bagging, boosting and random forest approaches towards

improving the classification results. Classification accuracy was improved to 91.5%

by using an ensemble approach.

Tomasevic et al. [69] performed a comparative study to investigate the effect of

different features on students assessment prediction using a variety of ML and statis-

tical approaches. The authors used k-NN, SVM, ANN, DT, Bayesian Linear Regression

(BLR) and Regularized Linear Regression (RLR). Authors used a part of the OULAD

dataset with demographics, engagement and performance features. F1 score and

RMSE were used as performance measures for classification and regression mod-

els. Authors reported 96.62% F1 score for ANN using engagement and performance

features, while 96.04% SVM (RBF kernel) using demographics, engagement and

performance features. Authors predicted the use of deep learning based approaches

in near future given the increased data availability.
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Hooshyar et al. [86] proposed a novel approach to PPP based on the procrastina-

tion behaviour of students to predict their performance. Proposed algorithm focused

on students’ assignment submission behaviour as main indicator in predicting their

performance. The authors validated the proposed approach for a custom-collected

dataset of 242 students from the University of Tartu, Estonia. Common ML ap-

proaches including Linear SVM (L-SVM), Radial SVM (R-SVM), DT, Gaussian Pro-

cess (GP), RF, NN, AdaBoost and NB were implemented on the dataset. From the

results, NN was reported as best for categorical features with 96% accuracy while

L-SVM was reported as overall best with 95% classification accuracy.

Waheed et al. [87] proposed the use of a Deep Neural Network (DNN) for predicting

the academic performance of students from the VLE big data. The authors used the

OULAD open-source dataset consisted of 32,593 student records. Dataset features

included demographics, clickstream behaviour and assessment performance. From

the results, the authors reported that the proposed deep learning-based approach

outclassed conventional regression and SVM approaches with an accuracy of up to

93%.

From the literature review, the significance of automated analysis on education data

has been highlighted. Educational datasets with features of students’ access pat-

terns, availability of course design, different teaching styles and students’ activities

have been used to predict the performance of students. Some standard datasets be-

ing used by researchers for performance prediction include OU, OULAD, SPD and

SAPD. ML and AI have emerged as a key role in exploiting the educational datasets

in comparison to conventional statistical approaches. ML approaches used by re-

searchers include k-NN, DT, CART, JRIB, GBT, NBC, LSTM, BP, SVR, SVM, GBC,

DNN, MLP, PCA, BayesNet, ANN, BLR, RLR, CF, MP, RBM, RF, XGBoost, LR, AIRS,

AdaBoost, L-SVM, R-SVM, GP, NB and Ensemble. A shift has been observed from lit-

erature from conventional ML approaches (i.e., SVR, DT, GBT, PCA, BLR, RLR, NB,

CF, MP, XGBoost, LR) towards deep learning approaches (i.e., DNN, MLP, ANN and

LSTM). However, the availability of training datasets for deep learning approaches

has been one of a major shortcomings till to date. Given the exponential rise in

use of VLE due to COVID-19 [88, 40], it is expected to have huge datasets available

soon suitable for deep learning approaches in future. F1-Score, accuracy, recall score

and RMSE are reported to be commonly used evaluation measures for trained ML

models. Table 2.1 presents the comparison of cited literature in terms of proposed

approaches, used datasets, types of datasets and results.
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Table 2.1: Comparison of Literature Related to use of AI and ML for Students’ Perfor-
mance Prediction

Authors Proposed Approach Dataset Type of Dataset Results

[79] Multi-Regression
Models

Custom Collected
Dataset
11,556 Entries

Past Performance,
Interaction with LMS,
Course Activities

RMSE of 0.147

[80] k-NN Custom Collected
Dataset

UI clicks and
Mouseovers

88%
Classification
Accuracy

[81] k-NN, SVM Custom Collected
Dataset
395 Entries

Students’ Background,
Personal Information

SVM with 96%
Accuracy

[82] CF, MF, RBM Custom Collected
Dataset
225 Entries

Performance Features RMSE of 0.3 for
RBM

[33] DT, CART, JRIP,
GBT, NBC

OU Dataset
384 Entries

Demographic,
Performance and
Learning

88.52% for J48
(DT)

[83] SVM, NB, RF,
XGBoost and LR

OULAD Dataset
32,593 Entries

Performance and
Activity Features

87.98% for
SVM

[84] LSTM, BP,
SVR,SVM, GBC

SPD and SAPD Demographic,
Academic and
Behavioural

SVR and BP as
best algorithms

[85] DNN, MLP,
PCA,BayesNet

Custom Collected
Dataset
496 Entries

Performance and
Participation

92.54% for
DNN

[70] DNN, AIRS,
AdaBoost

Custom Collected
Dataset
10,140 Entries

Performance 95.34% for
DNN

[71] DT, k-NN, SVM,
Ensemble

Custom Collected
Dataset
500 Entries

Demographic,
Academic and
Behaviour

91.5% for
ensemble
approach

[69] k-NN, SVM, ANN,
DT, BLR, RLR

OULAD dataset
32,593 Entries

Demographic,
Engagement and
Performance

96.04% for
SVM (RBF
kernel)

[86] L-SVM, R-SVM, DT,
GP, RF, NN,
AdaBoost, NB

Custom Collected
Dataset
242 Entries

Procrastination
Behaviour

95% for L-SVM

[87] DNN OULAD Dataset
32,593 Entries

demographics,
clickstream behaviour
and assessment
performance

max 93% for
DNN
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Table 2.2 presents the comparison type of grouped algorithms in the literature based

on proposed approaches, used datasets, types of the dataset, number of entries and

results. The algorithms are grouped as ML, DL, and hybrid techniques. There are

many researchers who applied ML in the education context with the different num-

ber of entries. Based on the results of the ML grouped algorithms, the number of

entries is not a comparative indicator in showing improved results in the education

domain. As per DL grouped algorithms the past performance is a key indicator to

predict student future performance. Some researchers used the hybrid algorithms

in predicting students’ performance which showed that SVM had the highest results.

Input features such as (demographics, engagement and past performance) were the

best indicators features over ML and DL algorithms/ with the highest result for SVM.

2.6 Challenges in Student Performance Prediction

Although a significant amount of research has been performed in the context of AI

and ML for students’ performance prediction, however, a practical solution to the

problem in practice is still lacking. Therefore, the research in the field of AI-based

prediction of students’ performance [89] is still considered an active area of research.

Some highlighted limitations of the existing research, extracted from the literature

are as follows:

(a) Impact of temporal features on the students’ performance prediction is not

investigated to its potential despite the significant importance of these features

because of the temporal nature of the problem. It is expected that considering

this problem as a time-series problem will enhance the prediction performance

(b) Given the technological advancement in data collection approaches and the re-

cent dramatic shift to VLE due to the COVID-19 pandemic [90], a huge number

of VLE datasets have emerged. However, it has been observed from the liter-

ature that despite the comprehensiveness of the existing different benchmark

datasets, models trained on one type of dataset failed to generalize the perfor-

mance for other similar datasets. This brings to the discussion of cleaning the

existing datasets [91, 92] and improving the quality of data towards getting

the improved performance (i.e., rubbish in rubbish out)
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Table 2.2: Comparison of Literature Related to Algorithms Grouped of ML and DL for
Students’ Performance Prediction

Author Proposed Approach Dataset Type of dataset Results

Technique: ML

[79] Multi-Regression
Models

11,556 Entries Past Performance,
Interaction with
LMS, Course
Activities

RMSE of 0.147

[80] k-NN Custom
Dataset

UI clicks and
Mouseovers

88% Classification
Accuracy

[81] k-NN, SVM 395 Entries Students’
Background,
Personal Information

SVM with 96%
Accuracy

[82] CF, MF, RBM 225 Entries Performance
Features

RMSE of 0.3 for
RBM

[33] DT, CART, JRIP,
GBT, NBC

384 Entries Demographic,
Performance and
Learning

88.52% for J48
(DT)

[83] SVM, NB, RF,
XGBoost and LR

OULAD Dataset
32,593

Performance and
Activity Features

87.98% for SVM

Technique: Deep learning

[85] DNN, MLP,
PCA,Bayes Net

496 Entries Performance and
Participation

92.54% for DNN

[70] DNN, AIRS,
AdaBoost

10,140 Entries Performance 95.34% for DNN

[87] DNN OULAD Dataset
32,593 Entries

demographics,
clickstream
behaviour and
assessment
performance

max 93% for DNN

Technique: Hybrid ML and DL

[84] LSTM, BP,
SVR,SVM, GBC

SPD and SAPD Demographic,
Academic and
Behavioural

SVR and BP as best
algorithms

[71] DT, k-NN, SVM,
Ensemble

500 Entries Demographic,
Academic and
Behaviour

91.5% for ensemble
approach

[86] L-SVM, R-SVM, DT,
GP, RF, NN,
AdaBoost, NB

242 Entries Procrastination
Behaviour

95% for L-SVM

[69] k-NN, SVM, ANN,
DT, BLR, RLR

OULAD Dataset
32,593 Entries

Demographic,
Engagement and
Performance

96.04% for SVM
(RBF kernel)
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(c) Data pre-processing often plays an important role in improving the perfor-

mance of ML models, however, from literature, specifically for the students’

performance prediction. This aspect has not been addressed in detail, rather

most of the times models are trained on the raw datasets [93, 94]. It is an ac-

tive research gap to deploy multiple state-of-the-art pre-processing approaches

to see the impact on the prediction performance

(d) Feature selection is one of the key operations for ML model training since, most

of the time, irrelevant features result in degraded performance. This aspect of

the research has not been addressed in detail for students’ performance pre-

diction. It will be a significant contribution to the knowledge to study different

feature selection approaches towards improving the performance of ML models

(e) The problem of students’ performance prediction has been mostly addressed

in literature as a supervised learning (i.e., classification, regression) problem.

However, it is equally of interest to study this problem as unsupervised learning

(i.e., clustering) problem

(f) The role of simulated and synthetic datasets on the performance of ML models

has not been addressed in detail in the literature. The use of generative models

can lead to quality simulated datasets which may result in much-improved

prediction results

(g) The class imbalance problem while dealing with the problem as classification

problem has not been paid attention in the literature.

Overall, detailed survey of the existing literature was conducted. The review ana-

lyzed the impact of various factors, including student characteristics (such as prior

knowledge, teaching modes, and motivation), course design (such as the use of

multimedia resources and interactive activities), and technological factors (such as

the availability and reliability of the VLE), on the prediction performance of ML

models. For example, it was found that many modules, such as the classification

module, which establishes a connection between students’ scores and factors influ-

encing them, can be used to forecast how well students perform in VLE [95]. Models

were introduced that incorporated data features like past performance, engagement

with LMS and course-related activities [75]; [76]; [77]; [78]; [79]. The dataset

consisting of students’ backgrounds and personal information attributes was used in

another research to assess the students’ performances in VLE [81]. Similarly, the
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dataset consisted of performance-based features including previous academic per-

formance and interview scores were also used as significant indicators of students’

performance over VLE [82]. Another study made use of a dataset with demographic,

performance and learning behavior features as the most influential and significant

features related to the prediction of students’ performance over VLE [64]. So, it

can be concluded from the research that the most influential and significant features

related to the prediction of students’ performance over VLE included past perfor-

mance, engagement with LMS, course-related activities, students’ backgrounds, per-

sonal information attributes, academic performance, interview scores, demographic,

performance, learning behavior features, students’ assignment submission behavior,

click stream behavior, assessment performance, students’ access patterns, availabil-

ity of course design, and different teaching styles. Among these significant features,

demographic, performance, students’ backgrounds, personal information attributes,

and students’ access patterns are observed to be the most significant factors in as-

sessing students’ performance in VLE. The review also examined the role of social

and emotional factors, such as student engagement and self-regulation, in predict-

ing students’ performance in a VLE. Through this process, the review established

an understanding of the significant factors that influence students’ performance in

a VLE and provided a detailed account of the latest research in this area. The lit-

erature review also identified a number of research gaps in the field of predicting

students’ performance in a VLE. One significant gap that was identified is the class

imbalance problem, which occurs when there are very few instances of one class (the

minority class) compared to the other class (the majority class). This can lead to ML

models being biased towards the majority class, resulting in poor performance when

predicting the minority class. To address this problem, researchers have proposed a

number of techniques, to balance the class distribution and improve the performance

of ML models. Other research gaps that have been identified include the need for

more personalized approaches to prediction and the need for more research on the

interactions between different factors.

2.7 Class Imbalance Problem in Existing VLEs

The class imbalance problem is a significant issue in various domains, including

education-related datasets [82]. It arises when there is a significant disparity in the

number of instances between different classes, leading to biased training of machine
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learning models. Most ML models are designed to handle balanced datasets, where

classes are evenly represented, and as a result, imbalanced datasets can cause the

models to be biased towards the majority class. While the class imbalance problem

has gained attention in other contexts, such as spam filtering and fault detection,

it has not been extensively addressed in the literature concerning students’ perfor-

mance prediction.

In the context of VLEs, class imbalance can pose challenges for developing trustwor-

thy classifiers. Many existing methods for addressing the class imbalance problem,

such as sampling strategies, expense procedures, kernel-based techniques, and active

learning methodologies, require a significant number of training instances. However,

when the availability of representative training data is limited, constructing a reli-

able classifier becomes more challenging due to the imbalanced distribution among

classes. To overcome this issue, an algorithm can be developed that corrects the la-

bel space skewness and compensates for the lack of examples in the training set by

incorporating data from a supplementary domain. This approach utilizes knowledge

transfer to handle the class imbalance problem and create a trustworthy classifier.

Addressing the class imbalance problem is crucial in VLEs, where data arrives in

streaming instances over time. Traditional ML algorithms may overlook or overfit

the minority class, leading to learning difficulties. Moreover, the assumption that

there are only two classes represented in the data is often untrue in real-world sce-

narios. Multi-class tasks in online learning settings can present even more challenges

due to the dynamic nature of the data and the increased dimensionality. Therefore,

developing effective methods to handle class imbalance and adapt to concept drift

(a change in the underlying data distribution) is essential in VLEs and other applica-

tions impacted by these learning difficulties.

Progressive learning methods store and process data in batches, whereas online

learning methods learn provided data one by one while requiring no prior knowl-

edge. Many online tactics have been proposed to address class inequality. One

illustration is a Naive Bayes clustering technique based on random under sampling.

There are a few articles that have been provided for OOB and UOB [96] that deal

with imbalanced data and an ever-changing imbalance rate. However, they cannot

effectively and adaptively balance multi-class data. The original OOB and UOB cov-

ered broad online cases, however their sampling rates were not set consistently when

the class distribution changed. Cost-sensitive approaches, such as cost-sensitive

Bagging and Boosting, RLSACP, WOS-ELM and ESOS-ELM assign a different mis-
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classification cost for each class. Only two-class situations have cost-setting processes

and those costs are pre-defined. VWOS-ELM was recently introduced in order to ad-

dress the problems with class imbalance in multi-class data streams. This strategy

uses an ensemble of different WOS-ELM base classifiers. WOS-ELM is a kernel ex-

treme learning machine. Before sequential learning can start, initialisation requires

a dataset. To combat class imbalance, distinct group weights are maintained based

on the models’ performance on a validation dataset. However, if the validation data

set doesn’t precisely reflect the status of the data, the class weights won’t be accurate

for learning. Initialization information could also not always be available.

In this section, two re-sampling-based ensemble methods are suggested: multi-class

re-sampling and bagging in VLE. They use over or under-sampling in the context of

online bagging to solve class disparity, as suggested by their titles (OB). Re-sampling

is algorithm-independent, therefore the ensemble can be built using any basis classi-

fiers. For instance, multi-class data can be processed directly using neural pathways.

Additionally, re-sampling is one of the easiest and most effective imbalance tech-

niques used in online classes. In both fixed and dynamic situations, a time-decayed

class size is employed to address the issue of class imbalance through the VLE. It is a

real-time indicator that shows the current level of class inequality. It is used in each

of the aforementioned systems to automatically select the sample rate [97].

Online class imbalance learning’s multi-class problem hasn’t gotten much attention.

Multi-class education may have an impact on problems with learning and workable

solutions, but this is still unknown. More effective and adaptive technique that

is suitable for both fixed and dynamic circumstances must be developed to more

accurately, analyse the impact of several classes on online class imbalance learning.

The primary focus will be on the following research questions:

• What possible method could be develop to apply on dataset to handle a class

directly while adapting to class imbalance?

• What impact does a class imbalance with a stationary imbalance condition

have on VLE?

• What impact would an unbalanced class with a dynamic imbalance state have

on VLE?
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2.8 Predictive Learning Analytics (PLA) and Learning

Design

PLA is an emerging field that integrates educational data and machine learning

techniques to forecast and analyze student outcomes and behavior in educational

settings. This research area aims to leverage data from various sources, such as

learning management systems, online platforms, and academic records, to develop

predictive models that can provide actionable insights for educators, administrators,

and policymakers. By applying advanced statistical and machine learning method-

ologies, PLA enables the identification of patterns, trends, and factors that influence

student outcomes. This information can help in identifying at-risk students, per-

sonalizing learning experiences, and optimizing educational interventions. The PLA

process involves data collection, preprocessing, feature engineering, model selec-

tion and training, evaluation, and interpretation of results. Ethical considerations,

including privacy, data security, bias, and model transparency, are crucial when em-

ploying PLA. This research area holds great promise for improving educational prac-

tices, enhancing student engagement and success, and supporting evidence-based

decision-making in education. In context to the research presented in this thesis, the

trained machine learning model has to be deployed in practice and integrated with

existing learning system, therefore, it is important to review the literature where the

machine learning models are used in real-world settings to address the education

related challenges. Furthermore, the link between the learning design and predic-

tive analysis is also important to explore to demonstrate how different courses may

impact the performance of machine learning models, or otherwise. Followings are a

few of the benchmark studies where a ML model is trained and deployed to help the

educators in better understanding the ongoing performance of class. Further, this

brief review also includes the studies related to learning design and its connection

with PLA.

Herodotou et al. [98] explored the use of PLA in higher education and its impact

on teachers’ perceptions, practices, and students’ performance. Drawing upon the

Technology Acceptance Model (TAM) and Academic Resistance Model (ARM), au-

thors investigated factors influencing teachers’ engagement with PLA and their ac-

ceptance of technology in educational contexts. The study, conducted at a distance

learning higher education institution, involved 59 teachers facilitating nine courses

with a total of 1325 students. Using a multi-methods approach, the study measured
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the impact of teachers’ engagement with PLA on students’ performance. Addition-

ally, semi-structured interviews were conducted to understand teachers’ utilization

of PLA data and the underlying reasons explaining their teaching practices. The

manuscript emphasized the need for further research in understanding how teachers

perceive, use, and interpret PLA data and highlights the significance of longitudinal

learner and learning data in identifying at-risk students. The OU Analyse system, an

in-house PLA system developed by the OU UK, is introduced as the platform for data

collection and analysis.

Herodotou et al. [99] aimed to investigate the effectiveness of PLA in informing the

design of motivational interventions and their impact on student retention in higher

education. The Student Probabilities Model (SPM) was utilized to predict students’

likelihood of completing their courses. A randomized control trial was conducted in-

volving 630 undergraduate students identified as at risk of not completing their stud-

ies. These students were randomly assigned to either the control group (n = 312) or

the intervention group (n = 318). The intervention group received motivational in-

terventions delivered by the university’s Student Support Teams (SSTs) through text

messages, phone calls, and emails. The results demonstrated statistically significant

improvements in student retention outcomes for the intervention group, indicating

the effectiveness of the proposed intervention in facilitating course completion. The

study showcased how PLAs can inform SSTs in identifying appropriate motivational

interventions to enhance student engagement and improve course completion rates.

Overall, this study highlighted the potential of PLAs and the benefits of implementing

targeted interventions based on predictive models, providing evidence of improved

student support at scale and low cost.

Calvert [100] performed a case study which focused on distance learning students

enrolled in open access courses and highlighted the application of predictive ana-

lytics to create a model that predicts the probabilities of success and retention at

different milestones in the student journey. The study identified a set of explanatory

variables and determines their varying importance at different milestones. While the

specific variables and milestones may differ across institutions, the approach can be

generalized to distance learning and higher education institutions in general. The

study emphasized the need for institutions, especially those offering distance educa-

tion, to utilize recorded student information to identify students who may be at risk

of leaving. By tailoring student support based on the identified factors, institutions

can improve retention rates in open access distance education. Logistic regression is
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employed to generate probabilities of success at module-related milestones, module

completion, and student return in subsequent academic years. These probabilities

serve as indicators of student outcomes and can inform interventions to support

student success. The identified variables serve as proxies for factors such as motiva-

tion, opportunity, realism, and ability, and are readily available within existing data

sources.

Cechinel et al. [101] introduced MAD2, a Learning Analytics Dashboard developed

for Moodle, which is a widely used Learning Management System. MAD2 offered

various visualizations to track and comprehend students’ interactions within the

Moodle environment. It also incorporated machine learning techniques to predict

students at risk of failure at an early stage. The paper emphasized the importance

of providing such a tool within Moodle to assist professors and managers in better

supporting students throughout their courses. By offering a panoramic overview of

student interactions and utilizing predictive analytics, MAD2 enhanced the under-

standing of student behavior and enables proactive interventions. Xin and Singh

[102] focused on the development of a learning analytics dashboard to enhance

learning outcomes for educators and students in the context of digitalization in ed-

ucation. With the proliferation of e-learning applications and learning management

systems, educators face challenges in monitoring student progress. By analyzing

data generated from user usage patterns, analytics provide insights into student per-

formance, enabling educators to apply early interventions and modify their teaching

methods to better meet students’ needs. The study presented the development ap-

proach of the analytics dashboard, including the design and development of the

back-end system to ensure accurate and relevant data display, as well as the creation

of a user-friendly interface for easy data interpretation. The analytics dashboard

aims to provide educators with meaningful and relevant data, empowering them to

gain a better understanding of their students’ performance.

Islam and Mahmud [103] described the development of an intelligence Learner Man-

agement System (iLMS) that integrated learning analytics into the traditional learner

management system. The iLMS utilized machine learning techniques for descriptive,

predictive, and prescriptive analytics of learner data, aiming to enhance the learning

experience and improve teaching support. The system was developed as part of a

Knowledge Transfer Partnership project between the University of East London and

Mediprospects, an independent training provider in the UK. The iLMS offered ad-

vanced learning analytics capabilities, going beyond traditional descriptive analytics,
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by reasoning and predicting from learner data. The paper presents the key features

of the iLMS, including user interfaces, reports, and learning analytics. ML classifiers

such as LogR, k-NN, and DT were employed for the learning analytics tasks. The

proposed system provided insights based on various indicators such as gender, age,

highest education, assessment results, and online activity logs. Susnjak et al. [104]

examined the existing approaches to learning analytics dashboards and highlighted

the challenges faced by education providers in implementing them effectively. The

analysis revealed that most dashboards primarily rely on descriptive analytics, with

only a few incorporating predictive analytics. To address these limitations, the study

proposed a state-of-the-art dashboard that combines descriptive analytics with ML to

enable both predictive and prescriptive analytics. The researchers demonstrated how

emerging analytics tools can enhance learners’ understanding of predictive models

and comply with regulatory requirements. They also emphasized the deployment of

data-driven prescriptive analytics to provide actionable advice to learners and en-

courage behavioral changes. The proposed dashboard, currently being trialed at a

higher education institution, is unique in its comprehensive integration of analytics

components.

In context to learning design and PLA, Rienties et al. [105] reviewed 10 years of

learning design research at the OU UK and shown that the OU’s learning design ap-

proach, particularly the OULDI taxonomy, has been widely adopted by academics

and instructional designers. There has been a recent increase in large empirical

studies testing the effectiveness of learning design activities in relation to students’

behavior and learning outcomes. The research has revealed that learning design

decisions made by OU teachers directly and indirectly impact students’ online and

offline engagement, satisfaction, and learning outcomes. Visualizing initial learning

design decisions to teachers has been found to influence their final mix of learning

design activities, leading to a shift towards more student-centered learning activities.

Furthermore, advanced statistical models and analyses have demonstrated that the

balance of learning design activities on a week-by-week basis significantly affects stu-

dents’ engagement with the VLE, with 40-69% of the variance in VLE engagement

predicted by learning design and module characteristics. However, there are no-

table misalignments in learning design practices within disciplines or qualifications,

which may pose challenges for students’ progression and require adjustments in their

learning strategies. The findings emphasized the importance of providing support,

training, and opportunities for sharing good practices to optimize learning design

and maximize students’ potential.Rienties and Toetenel [106] linked 151 modules
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and 111,256 students at the OU UK to examine the impact of learning design on

students’ behavior, satisfaction, and performance in blended and online learning

environments. Through multiple regression models, the findings demonstrated a

strong relationship between learning design and students’ VLE behavior and perfor-

mance. The primary predictor for academic retention was the time learners spent

on communication activities, highlighting the importance of well-designed commu-

nication tasks aligned with course objectives. This study is innovative in empirically

testing the impact of learning design on behavior and outcomes, while controlling

for institutional and disciplinary factors. The researchers aim to expand the sample

size and incorporate additional data, such as student and teacher comments, to gain

a deeper understanding of the complex relationships between learning design and

learning processes. Integrating demographic, individual, and socio-cultural data can

also help analyze subgroups and predict the impact of specific learning designs on

satisfaction and outcomes. The practical implications emphasize the need for col-

laboration between researchers, teachers, and policymakers to explore how context,

learner characteristics, and institutional learning design activities influence students’

learning journeys over time.

Toetenel and Rienties [107] emphasized the need for educators to adapt their prac-

tices in response to changing educational contexts. By employing learning analyt-

ics methods and visualizing learning design decisions, the study explored the tacit

knowledge of educators regarding course material, activity types, and workload.

Analyzing the learning designs of over 60,000 students across 157 courses, com-

mon pedagogical patterns were identified. The majority of educators widely used

assimilative activities (such as reading, watching videos, and listening to audio)

and assessment activities. Surprisingly, educators did not choose different activ-

ity types based on their function, but combinations of assimilative, productive, and

assessment activities or assimilative, finding and handling information, and commu-

nication tasks can be observed. However, there was no positive correlation found be-

tween the seven learning design activity types and student outcomes. Initial findings

suggested a negative correlation between a high proportion of assimilative activities

and student outcomes. Further research is needed to explore the relationship be-

tween specific learning design decisions and student outcomes in different settings.

The study was the first to compare learning design decisions across a large number

of modules, contributing to the understanding of pedagogical implications. The au-

thors advocated for more institutions to make their learning design decisions explicit

and share data, enabling large-scale studies to validate and generalize the findings.
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By explicitly selecting variables and analyzing their impact, course success can be

predicted and student outcomes improved.

Rienties et al. [108] highlighted the importance of considering learning design in

predictive modeling within the Learning Analytics Knowledge (LAK) community. De-

spite progress in predictive modeling, the role of learning design in relation to LMS

usage and learning performance has often been overlooked. The study compared

the design of 87 modules and examines its impact on LMS behavior and learning

performance through cluster and correlation analyses. Four distinct learning de-

sign patterns are identified: constructivist, assessment-driven, balanced-variety, and

social constructivist modules. The findings indicated that learning design activi-

ties strongly influence student engagement online and have an impact on learning

performance, particularly when modules rely on assimilative activities. However,

the study acknowledged the limitation of a relatively small sample size, which hin-

dered more advanced statistical analyses. Future research aims to expand the sam-

ple size and integrate demographic, individual, and socio-cultural data to enhance

the understanding of the complex relationships between learning design, learning

processes, and outcomes. The practical implications emphasizd the need for re-

searchers, teachers, and policymakers to consider the influence of learning design

choices on students’ learning journeys and performance, emphasizing the impor-

tance of combining research data and institutional data for comprehensive analysis.

Rienties et al. [109] focused on the design and implementation of blended and on-

line transitional courses offered by higher educational institutes. Data was collected

through an online questionnaire, and 118 course descriptions were analyzed using

multiple correspondence analysis and two-step clustering analysis. The results re-

vealed five dimensions that explain the courses: ICT, Mathematics versus language,

Lower versus higher Bloom levels, Gamma sciences versus others, and Very small

group size versus others. The courses were then categorized into six distinct clus-

ters. One significant finding is that teachers tend to design and implement similar

course designs when given the same content, context, and pedagogical approach.

However, the study also highlighted that teachers’ choices regarding ICT use are not

consistently linked to content and pedagogical decisions.

In summary, several benchmark studies have demonstrated the effectiveness of ma-

chine learning models in education, showcasing their potential to enhance student

engagement, improve retention rates, and support evidence-based decision-making.

The integration of machine learning and learning analytics holds great promise for
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advancing educational practices and empowering educators and learners with mean-

ingful insights for better outcomes.
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Chapter 3

Materials and Methods

This chapter presents the detailed information about the datasets and methods used 
for the research performed under the scope of the presented thesis. A detailed infor-

mation about different education related data sets used to predict the performance of 
students’ is provided. Furthermore, background to different ML and deep learning 
approaches used to predict the performance of students’ in VLE is presented. Fi-

nally, experimental protocols and methodology adopted to carryout the correspond-

ing simulations are detailed.

3.1 Datasets

For the presented research, two benchmark datasets (i.e., OULAD, Coursera) were 
used for the prediction of students’ performance in VLE. Both the datasets are com-

monly used in literature in context to predicting performance of students [refs]. 
The use of two datasets serves multiple purposes in the analysis of student 
performance prediction. Firstly, each dataset represents different char-acteristics 
and contexts, making it important to analyze them individually to un-cover 
dataset-specific insights. By examining each dataset separately, we can iden-tify 
unique patterns and factors that contribute to student performance within their 
respective contexts. This approach allows for a more nuanced understanding of the
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educational settings and helps tailor recommendations accordingly. Additionally, by

comparing the performance of ML models trained on both datasets, we gain valuable

insights into the features that are crucial for training effective models. This compara-

tive analysis enables us to identify common predictive factors that transcend dataset

boundaries and contribute to accurate student performance prediction, highlighting

the generalizable patterns across diverse educational contexts. Details about each

dataset are presented in the following subsections.

3.1.1 Open University Learning Analytics Dataset (OULAD)

OULAD dataset proposed by [110, 111] is one of the most used and benchmark

data set to developed to facilitate the development of data driven solutions for the

students’ learning predictions within the VLE. This data combines the demographic

information of the students’ along with the activity (i.e., click stream) data to make it

a unique combination towards identifying the behaviour of students. Generally, the

OULAD dataset consists of demographic (e.g., region, age, gender), performance

(e.g., results, achievements) and behavioural features (e.g., click stream, activity

logs) collected from the online courses and students’ interaction with VLE platform.

The reported dataset was collected from the selected modules taught during the

period of 2013 and 2014. The collected dataset was then processed to remove or

modify the personal information (e.g., name, unique identification, date of birth) to

maintain the privacy and following the ethical guidelines. The dataset consisted of

total of 32,593 students’ entries from 15 different countries and is available as open

source on the Kaggle website.

Data Collection Process

The data collection process at the Open University involves multiple information sys-

tems that support student and module management. To consolidate the information

from these disparate systems, the Open University implemented a data warehouse

using SAS technology. This data warehouse serves as a central repository, aggregat-

ing data from various sources and providing researchers with a unified dataset for

analysis.
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The dataset comprises three main types of data: demographic data, performance

data, and learning behavior data.

• The demographic data includes information about students’ age, gender, re-

gion, highest education level, and disability status. This data provides insights

into the student population and allows researchers to explore how these factors

may influence academic performance and outcomes.

• The performance data captures students’ results and achievements throughout

their studies at the Open University. It includes information such as module

identification codes, presentation identification codes, student identification

numbers, the number of previous attempts for a module, the total number of

credits studied, and the final result in each module presentation. This perfor-

mance data allows researchers to investigate patterns in student performance,

identify factors that contribute to success or failure, and evaluate the effective-

ness of interventions or support strategies.

• The learning behavior data focuses on students’ interactions with the VLE. It

includes information about the modules studied, presentation codes, student

identification numbers, VLE material identification numbers, dates of interac-

tion, and the number of interactions. This data provides insights into how

students engage with online learning resources, their usage patterns, and their

level of participation in online discussions and activities. Researchers can ana-

lyze this data to understand the relationship between VLE usage and learning

outcomes, identify effective learning strategies, and explore the impact of dif-

ferent types of interactions on student performance.

Data Selection and Anonymization

The dataset selection process involved choosing representative modules taught at

the Open University during 2013 and 2014. Several criteria were considered, includ-

ing the number of students enrolled in the module presentation (with a minimum

threshold of 500 students), the availability of VLE data for the module presentation,

and the presence of a significant number of failing students. This selection process

aimed to ensure that the dataset represents a diverse range of modules and captures

a variety of student experiences.
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To address privacy concerns, the dataset underwent a comprehensive anonymization

process. Personally identifiable information such as social security numbers, dates

of birth, and unique identifiers were removed to protect student privacy. Module

names were replaced with semantic-free symbols, and temporal information was

expressed relative to the start of the module presentation. Numeric identifiers, in-

cluding student IDs and module codes, were randomized and reassigned to ensure

anonymity.

Anonymization was further reinforced through the use of the ARX anonymization

tool, which applies additional anonymization methods to preserve privacy. Quasi-

identifying attributes, including gender, Index of Multiple Deprivation (IMD) band,

highest education level, age, region, and disability, were identified as potential iden-

tifiers that could be used to re-identify individuals when combined with publicly

available information. An anonymization hierarchy was constructed for each quasi-

identifying attribute, and several anonymization rules were applied to the dataset

using the ARX tool. The primary measure of anonymity used was k-anonymity, with

a threshold of 5, ensuring that each combination of quasi-identifiers is indistinguish-

able from at least four other individuals in the dataset.

Dataset Structure and Variables

The final OULAD dataset consists of several tables listed as follows:

• The "studentInfo" table contains student demographic information, such as

module and presentation codes, student IDs, gender, region, highest educa-

tion level, IMD band, age band, number of previous attempts, studied cred-

its, disability status, and final module presentation results. The "courses" table

lists all available modules and their presentations, providing information about

module codes, presentation codes, and module presentation lengths.

• The "studentRegistration" table contains information about student module

registration and unregistration. It includes module codes, presentation codes,

student IDs, dates of registration, and dates of unregistration (if applicable).

This table allows researchers to analyze student enrollment patterns and study

the factors that influence student persistence and attrition.

• The "assessments" table provides details about the assessments within mod-

ule presentations. It includes module codes, presentation codes, assessment
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IDs, assessment types (such as Tutor Marked Assessment, Computer Marked

Assessment, and Final Exam), assessment dates, and assessment weights. This

table enables researchers to examine the assessment structure within modules,

evaluate the distribution of assessment types, and investigate the relationship

between assessment characteristics and student performance.

• The "studentAssessment" table contains the results of students’ assessments. It

includes assessment IDs, student IDs, dates of assessment submission, informa-

tion on whether the assessment result has been transferred from a previous pre-

sentation, and the scores achieved by students. This table allows researchers

to explore patterns in students’ assessment submissions, analyze assessment

scores, and investigate the relationship between assessment performance and

other variables.

• The "studentVle" table contains information about students’ interactions with

the VLE. It includes module codes, presentation codes, student IDs, VLE mate-

rial identification numbers, interaction dates, and the number of interactions.

This table provides researchers with a comprehensive view of student engage-

ment with online learning materials and allows for the analysis of VLE usage

patterns, the identification of effective learning resources, and the exploration

of the relationship between VLE interactions and student performance.

• The "vle" table provides details about the materials available in the VLE. It in-

cludes VLE material identification numbers, module codes, presentation codes,

activity types, and the planned usage duration of the materials. This table en-

ables researchers to understand the types of materials offered in the VLE, track

their usage across different modules and presentations, and analyze the rela-

tionship between specific activities and student engagement.

3.1.2 Coursera Dataset

The Coursera dataset is online courses taught at Stanford University’s computer sci-

ence department. The Coursera itself is an online platform developed by Andrew Ng

and Daphne Koller at Stanford in collaboration with over 160 universities around the

world. The scale of the Coursera platform can be determined by its offered courses

(i.e., 5100) and registered students’ (i.e., 77 million).
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The Coursera data, used in this research went throughout the University of London 
ethics committee to access the Coursera data. The accessed data was from 2018 to 
2019 of eight courses run by the Computer department. The data contains courses 
and students’ information.

Coursera dataset consists of nine key groups of information, including course infor-
mation, course contents, course progress, assessments, course grades, discussions, 
feedback, learner and demographics. The followings are the details of each data key 
element.

• Course information includes the basic information of course, including the

name of the course, session in which it is taught, etc. Dataset contains the

information about eight courses including Algorithm and Data Structure, Com-

putational Mathematics, Discrete Mathematics, Fundamental of Computer Sci-

ence, How Computer Works, Introduction to Programming I, Introduction to

Programming II and Web Development.

• Course progress describes learners’ interaction with course contents.

• Assessments provide in-depth details of interactions with assessments.

• Course grades details the learners’ grades and passing states within a course.

The distribution of students’ passing or failing each course is presented in Fig-

ure 1.1. In addition, the distribution of final grades for six courses is illustrated

in Figure 1.2.

• Course contents refer to the materials of the course, including modules, lessons,

items and mapping to specializations.

• Discussions contain forums, forum posts and vote information.

• Feedback contains information regarding user ratings of course content and

courses.

• Learner describes learners’ info, like when/where the user joined Coursera.

• Demographics contain demographic data based on user surveys.
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Data Pre-Processing

For the experiments, reported in this thesis, the Coursera dataset was prepared into

five main indicators: (a) course design (b) teaching style (c) teacher access pattern

(d) student access pattern and (e) students’ life circumstances. Each of the indicators

contains number of features briefly summarised as follows:

• Course design includes the number of learning materials (quizzes, exams,

videos, etc.). Course design could be illustrated as per student, per course or

combined (see Figure 3.4 and Figure 3.3).

• Teaching style includes presentations, methods (e.g., in-line-video, off-line-

video), number of the instructor,s feedback to students, instructor’s and stu-

dents’ first language and type of communication method with students.

• Teacher’s access pattern is referred to as the data accessed by the teachers

such as number of times teacher viewed the grade book, the number of times

the teacher participated in the course forum and the number of announcements

sent to the students’ on the Coursera.

• Student’s access pattern includes student activities performed on online plat-

form including the number of hits per resource, duration spent per resource

of learning materials, participation in the related discussion forums and feed-

back ratings to courses. Figure 3.5 shows the distribution of number of hits by

students’ per course.

• Student’s life circumstances data includes the information about student em-

ployment status (part/full time), marital status, number of children, first lan-

guage of the student and type of study funding.

Figure 3.1 showed that the number of total students’ who passed or failed their

course work before, in April and after taking the final exam which was after April,

for all eight courses.

The data collection and visualisation stage showed a mix of categorical and nu-

merical types of datasets. Some data with missing values in the Coursera dataset

observed, especially with students’ demographics information. Looking at the num-

ber of learning materials in each course, around 2000 items of learning materials are

there in Introduction to programming 1 course, while the courses (Algorithms and
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data structure, How computers work and Introduction to programming 2) contains

around 650 learning materials items. While the highest withdrawl rate was noted

for the Computational Mathematics course, as well as the highest student mouse hits

with 1585656 hits. In contrast the lowest withdrawl rate for the Discrete Mathemat-

ics course with the consistency pass number of registered students. The lowest num-

ber of student hits, counted for Introduction to programming 2 course with 71089

mouse hits. The core feature of the dataset such as course design, teaching style,

teacher access pattern, student access pattern and student life circumstances. These

features will be used to predict students’ performance using various ML algorithms.
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Chapter 3. Materials and Methods 3.1. DATASETS

Before April 2020

140

485

After April 2020

140

72

(a) Algorithms and Data Structures 1

Before April 2020

215

1197

After April 2020

215

118

(b) Computational Mathematics

Before April 2020
409

497

After April 2020
407

470

(c) Discrete Mathematics

Before April 2020

218

591

After April 2020

217

123

(d) Fundamentals of Computer Science

Before April 2020

167

438

After April 2020

161

284

(e) How Computers Work

Before April 2020
909

1031

After April 2020

836 19

(f) Introduction to Programming 1

Before April 2020

193

395

After April 2020

193

33

(g) Introduction to Programming 2

Before April 2020

204

497

After April 2020

192

396

(h) Web Development

Fail Pass

Figure 3.1: Student pass/fail results of all courses
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Figure 3.5: Total number of hits done by students’ per course

3.2 Difference between OULAD and Coursera

The OULAD dataset and the Coursera dataset are both widely used for developing

data-driven solutions in the field of education, particularly for predicting students’

learning outcomes and understanding their behavior within VLEs. However, they

differ in terms of their composition and scope, which can impact the implementation

of ML models.

The OULAD dataset combines demographic information, performance data, and be-

havioral features such as clickstream and activity logs. The dataset is available as
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open-source on Kaggle and includes several tables that provide information on stu-

dent demographics, course registration, assessments, assessment results, and stu-

dent interactions with the VLE. This rich dataset allows for the exploration of various

features and their relationships with student performance and behavior. When im-

plementing ML models on the OULAD dataset, one can leverage its comprehensive

nature to consider a wide range of factors influencing students’ learning outcomes.

In contrast, the Coursera dataset focuses on online courses offered by Stanford Uni-

versity’s computer science department and accessed through the Coursera platform.

It includes key groups of information such as course information, course progress,

assessments, course grades, discussions, feedback, learner information, and demo-

graphics. While the Coursera dataset offers a diverse range of course materials and

learner information, it may have a more limited scope compared to the OULAD

dataset in terms of the number of courses and students included.

In summary, the OULAD dataset provides a more extensive and varied dataset with

detailed demographic, performance, and behavioral features, enabling a compre-

hensive analysis of student behavior and learning outcomes. On the other hand, the

Coursera dataset offers specific information on course progress, assessments, grades,

discussions, and learner demographics from a narrower set of courses.

3.3 Machine Learning (ML) Approaches

ML is a field of AI that studies the algorithms used to teach machines towards auto-

mate certain processes. Now a days, ML is used for problem solving in all fields In

general, a model is trained over number of training samples and is used for unseen

data based on its training. There are four main types of ML approaches including

supervised, unsupervised, semi-supervised, and reinforcement learning [112, 113].

• Supervised Learning involves the development of a model based on the la-

belled training data. The trained model is then used to make decision for

unseen samples based on learning.

• Unsupervised Learning involves the raw training data without labels and

model learns the patterns and useful information independently. Later, this

trained model is used to make decisions on the unseen test samples based on

its learning.
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• Semi-Supervised approach as reflected by its name, involves both unlabelled

and labelled training data in proportion to model development.

• Reinforcement Learning involves dealing with software agents within an en-

vironment taking actions towards maximising the output reward.

ML model development involves a number of steps including dataset preparation,

dataset pre-processing model, hyper-parameters section, training and validation. As

the first step in the process, the raw dataset is explored and visualized to get it

prepared for the ML analysis. Once the dataset is arranged and a number of features

are selected, then dataset cleaning is performed to remove the missing entries and

sometimes the irrelevant features. The next step in the pipeline involves the selected

ML model hyper-parameters settings for the training process. The dataset is split into

train and test portions for training and validating the ML model, respectively. Once

the training is done, the ML model is validated on the unseen samples to evaluate

the performance using some standard evaluation measures [113].

3.3.1 Classical Approaches

K Nearest Neighbours (k-NN)

k-NN is a non-parametric ML approach first introduced in 1951 by [114, 115]. Al-

gorithm for classification works on the principle of classifying an input into one of

the target classes based on popularity among its neighbours (i.e., classes of near-

est neighbours). In ML domain, k-NN classification is the most commonly used

approach for the case when there is no knowledge about the data distribution. Orig-

inal algorithm has been extended over the years, in terms of definition of formal

properties [116], introduction of new rejection approaches [117], Bayes error rate

refinements [118], distance weighted technique [119], soft computing approaches

[120] and fuzzy approaches [121].

Algorithm basically works on computing the Euclidean distance between test and

training samples. The yi = (yi1, yi2, . . . yim) be the input sample with m features

where (i = 1, 2, . . . n). The Euclidean distance formula [122] between yi (training

sample) and yt (test sample) can be determined using the expression in Equation

3.1.
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d(yi, yt) =
√

(yi1 − yt1)2 + (yi2 − yt2)2 + · · ·+ (yim − ytm)2 (3.1)

A major shortcoming of the majority, based voting occurs for the unbalanced class

dataset which is a common scenario in the real-world. Since in this case, each new

test example will be biased to be classified to the class with a greater number of

samples. One approach to address this problem is to assign the weight to neigh-

bours (i.e., weighted k-NN). Most important part of this algorithm is to select the

appropriate value of k which is highly dependent on the dataset. In general, the

greater value of k reduces the noise effect in the dataset, however, it makes classes

boundary less distinct [123]. Since, the k-NN is primarily based on the Euclidean

distance, normalizing the training data can significantly improve the classification

performance.

Figure 3.6 shows a typical example to understand the working of k-NN classification

algorithm. There are two target classes, red triangle and blue square while solid

circle represents k = 3 and dotted circle represents k = 5. Green dot is the test

sample that has to be classified among two target classes. For the first case when k

is 3, test sample will be classified as red triangles based on the voting. While, for the

second case when k is 5, test sample will be classified as the blue square.

Figure 3.6: Example of k-NN classification.

Some advantages of k-NN include simple implementation, instance-based learning

and the addition of new training data without affecting the accuracy. However,

there are some limitations of k-NN including sensitivity to noise, poor performance
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for larger datasets, the requirement of feature scaling, the poor performance of im-

balanced dataset and the inability to work with high dimensional data.

Support Vector Classifiers (SVC)

SVC are one of the most robust supervised ML algorithms, introduced originally by

Vapnik in 1963 and extended by [124]. Algorithm is based on the construction

of multiple hyperplanes in the high-dimensional space with the aim to achieve good

separation between them. A high margin between hyperplanes indicates the reduced

generalization loss. Given the test samples to be classified into one of two classes,

each test sample is represented as an m-dimensional vector and separated by an

(m − 1) dimensional hyperplane. The test sample may be separated by multiple

hyperplanes; however, the best one is selected based on the maximum separation in

linear classification case [125, 126, 127, 1]. Figure 3.7 shows a typical example of

data points classified by hyperplanes.

Figure 3.7: Example of SVC Classification by Hyperplanes.
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Figure 3.8: Representation of a Linear Binary SVC [1].

For a binary classification case, consider (xi, yi) represent the labelled input samples,

where xi is feature vector [128] and yi is their respective class labels i.e., -1 or 1.

SVM aims to construct a model to assign each input feature vector to one of the

target classes. Equation 3.2 mathematically expresses the functionality of the binary

classifier [1].

f(x,w, b) =< w, x > +b (3.2)

where w denotes the decision hyperplane and b is the intercept. Figure 3.8 shows

a typical feature space for a binary classifier where (w − b) denotes the decision

hyperplane while γ denotes the margin.

Some highlighted advantages of SVC include ability to dealing with high dimen-

sional data, memory efficiency and kernel trick functionality. However, there are a

few limitations of SVC which includes poor performance for larger datasets and the

inability to handle noise.

Decision Tree (DT)

DT is a non-parametric supervised learning approach in ML and uses a tree structure

to predict the target value from the observations. Usually, branches in the tree repre-

sent the observations and connections between features, while the leaves of the trees
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represent the target values.Starting from the root node, a feature is evaluated and

one of the two nodes is selected; each node in the tree is basically a decision rule.

This procedure is repeated until a final leaf is reached, which normally represents

the target [129, 130].

The root node of the tree (source set) is split into children nodes based on the de-

fined set of rules. This splitting process is repeated recursively for each child node

to split further, referred to as recursive portioning. Recursion is completed when

the children nodes have the same value for the target variable. This learning ap-

proaches for DT is referred to as Top Down Induction of Decision Trees Top Down

Induction of Decision Trees (TDIDT) and is one of the common approach used for

DT learning [131]. Iterative Dichotomiser 3 Iterative Dichotomiser 3 (ID3) [132],

Chi-square Automatic Interaction Detection Chi-square Automatic Interaction De-

tection (CHAID) [133], CART [134] and Multivariate Adaptive Regression Splines

Multivariate Adaptive Regression Splines (MARS) [135] are few commonly used DT

algorithms.

Listed are the main components of DT:

• Root Node is the first node in decision trees and also referred as the source

set.

• Splitting is a process of dividing a node into two or more sub-nodes, starting

from the root node. Usually, this process is repeated until all the nodes have

the same target value.

• Leaf or terminal node is the end of a decision tree and represents either a

target variable (for regression) or a target class (for classification).

• Branch is the connection between two nodes/features of the decision tree.

• Parent and Child Node: A node, which is divided into sub-nodes is called

parent node of sub-nodes whereas sub-nodes are the children of parent node.

• Pruning is a technique to reduce the the decision tree’s by removing sub-nodes.

The aim is to reduce the complexity for improved predictive accuracy and to

avoid over-fitting.

Some advantages of DT include their simple structure, ability to handle both numer-

ical and categorical data, robustness against co-linearity, ability to approximate any
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Boolean function, embedded feature selection, the resemblance with human deci-

sion making and easy data preparation. However, there are certain limitations of

DT as well including non-robustness, biasness issues, selection of DT depth and the

problem of learning an optimal decision tree.

Classification And Regression Tree (CART)

Leo Breiman proposed the traditional non-parametric DT approach for classification

or regression predictive modelling issues and it is now known as Classification And

Regression Tree CART. The dataset is divided into a DT by CART, using the Gini Im-

purity. Gini impurity [136] is an indicator of how frequently a randomly selected

element from the set would be mislabelled if it were randomly classified in accor-

dance with the distribution of labels in the subset. Gini impurity can be calculated by

adding the probabilities of an item having the right label and the probabilities of an

error in accurately categorising that item [134]. Mathematically, the following ex-

pression can be used to calculate the Gini impurity [137] for a collection of L classes,

where pi is the probability of items being labelled with class i and i ∈ (1, 2, 3, . . . , L).

Impurity =
L∑
i=1

(
pi
∑
k ̸=i

pk

)
= 1−

L∑
i=1

p2i

The continuous output variable’s variance is reduced when CART is used for regres-

sion [138]. Mathematically, the variance reduction at node N can be written as:

Variance Reduction =
1

|Γ|2
∑
k∈Γ

∑
l∈Γ

1

2
(yk − yl)

2

−

 1

|Γt|2
∑
k∈Γt

∑
l∈Γt

1

2
(yk − yl)

2 +
1

|Γf |2
∑
k∈Γf

∑
l∈Γf

1

2
(yk − yl)

2



where Γ stands for a group of pre-split indices, Γt for the split test true sample

indices, and Γf for the split test false sample indices.
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Linear Regression (LR)

A supervised learning method is called linear regression, Linear Regression (LR)

predicts the association between two or more explanatory variables (i.e., dependent

and independent variables). Simple linear regression refers to the scenario when

just one explanatory variable is used, whereas multi-variable linear regression refers

to the scenario where numerous explanatory variables are used [139, 140].

In an instance of basic linear regression, the goal is to fit the data to a straight line

with the equation y = β0 + β1x. where y is the response variable and x denotes the

predictor variable. The straight line’s y-intercept is represented by β0, while its slope

is represented by β1. Being able to define the strength of a link between variables, β1

is a crucial quantity (i.e., if slope is near to zero, it indicates no or very low relation).

In linear regression, the best line is fitted to the data after determining the goodness

of fit. Usually, the goodness of fit is assessed using probabilistic models. Mathemati-

cally, the paired points [141] are represented as (x1, y1), (x2, y2), . . . , (xn, yn), where

each yi is assumed to be generated using a function of xi and the true line [142]

y = β0 + β1x. Furthermore, the new equation can be written as follows if the extra

noise is denoted by the variable ϵi:

yi = β0 + β1xi + ϵi

The next step is to solve for fit by treating it like an optimisation problem [143, 144],

which entails identifying the line for which the probability of data is highest. In

mathematics, it can be written as

min
β0,β1

:
n∑

i=1

[yi − (β0 + β1xi)]
2

This is known as the least-squares linear regression problem [145] and the following

equations can be used to get the solution:

β̂1 =

∑n
i=1 xiyi − 1

n

∑n
i=1 xi

∑n
i=1 yi∑n

i=1 x
2
i − 1

n
(
∑n

i=1 xi)
2 = r

sy
sx

β̂0 = y − β̂1x
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where sx, sy signify the standard deviation [146] of x and y samples, r denotes the

correlation coefficient, and x, y denote the sample means of x and y. The expression

that can be used to calculate r is as follows:

r =
1

n− 1

n∑
i=1

(
xi − x

sx

)(
yi − y

sy

)

Many assumptions about the variables and their relationships are made by standard

linear regression methods. Although these assumptions are either diminished or

eliminated totally in the extended forms of linear regression. They are still present

in the majority of linear regression approaches and should therefore be discussed.

Here is a list of some highlighted presumptions:

• Treating the predictor variables as fixed rather than random is referred to as

weak exogeneity. Although this presumption is incorrect in real-world situa-

tions, keeping it in place creates more complicated issues.

• The term "linearity" refers to the assumption that the goal variable and pre-

dictor variables have a linear connection, which is not necessarily the case.

• The idea that there is a correlation between the errors of the response variable

is known as independence of errors.

High performance of linearly separable datasets, simplicity of implementation and

capacity to prevent over-fitting through the use of regularisation techniques are only

a few advantages of linear regression. The assumption of a linear relationship be-

tween the variables, sensitivity to noise, propensity for over-fitting and propensity

for multicollinearity are some of the constraints of linear regression.

3.3.2 Ensemble Methods

A ML technique called the ensemble techniques combines multiple base models to

create a single, ideal predictive model. The "intelligence of numbers" hypothesis,

which contends that decisions made by a larger group of people are typically smarter

than those made by a single expert, is supported by ensemble learning. In line with
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the foregoing, ensemble learning describes a collection (or ensemble) of fundamen-

tal learners, or models, who collaborate to produce a more precise prediction at

the end. Due to excessive variation or significant bias, a single model, often re-

ferred to as a basic or weak learner, may not perform effectively. However, when

weak learners are combined, they could develop into strong learners due to the im-

proved model performance brought about by the decrease in bias or variance that

result from their union. Take a step back and consider the ultimate purpose of ML

and model development to better comprehend this term. As we explore specific ex-

amples and the rationale behind the usage of Ensemble methods. This will make

more sense as explore specific examples and the rationale behind using Ensemble

methods. Large describes the meaning and usefulness of ensemble methods using

decision trees (however it is important to note that Ensemble Methods do not only

pertain to DTs). In this case, classification models can be helpful.

Ensemble learning approaches fall into two main categories: boosting and bagging.

The main difference between different learning tactics is how they are taught.

Bagging

Bootstrap Aggregating, or Bagging, gets its name from the fact that it combines

Bootstrapping and Aggregation to produce a single ensemble model. From a sample

of data, several bootstrapped subsamples are taken. A few highlighted advantages

of bagging include reducing the overfitting, improving the model’s accuracy, ability

with high dimensional data, ease in implementation and reduced variance. On the

other hand, some limitations of bagging include loss of interpretability, increased

computational cost and reduced adaptability. Random forests is one of the common

bagging type used in this research.

Random Forest (RF):

The models that use random forests may incorporate the idea of bagging with a mi-

nor adjustment. Bagged result from any feature that is offered to trees allows them

to decide where to divide and how to make decisions. Because of this, even though

the bootstrapped samples can differ significantly, the data often separate off at the

same features for each model. In contrast, RF models choose which characteristics

to divide into groups at random. Since each tree will divide based on various at-

tributes. Random Forest models employ a level of difference rather than splitting at
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comparable characteristics at each node throughout. A larger ensemble is employed

to aggregate over this level of variation, leading to a more precise predictor. To

understand better, please use the example.

Figure 3.9: A Forest Diagram.

Bootstrapped sub-samples are also drawn from a bigger dataset, much like bagging.

For each sub-sample, an analytical DT is constructed. The DT is divided using a

number of characteristics (in this diagram the features are represented by shapes).

The random forest-based models may also include the idea of bagging with a minor

adjustment. Any feature that is available may be used by bagged decision trees to

decide where to divide and how to make decisions. The data often divides off at

the same features for each model as a result, despite the fact that the bootstrapped

samples may differ slightly.

Followings are the steps involved in the implementation of random forest algorithms:

• Step 1: Assume the training data set has M features and N observations. From

the training data set, a random sample with replacement is first taken.
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• Step 2: The node is split repeatedly using the feature that produces the best

split using a subset of M characteristics that is randomly selected.

• Step 3: The tree is at its maximum size.

• Step 4: A forecast is created using the average of the predictions from n trees

after repeating steps 1 through 3.

A few highlighted advantages of random forests include their ability to deal with

higher dimensionality data and ensured correctness for missing data handling. On

the other hand, the major limitation is their inability to provide exact predictions

because of the involvement of means.

Boosting

Boosting increases the expected accuracy of ML models by combining numerous

weak learners into a single strong learner. Algorithms for ML can learn well or

poorly. Boosting improves the performance and projected accuracy of ML models by

combining numerous weak learners into a single strong learner. A few highlighted

advantages of the boosting include ease of implementation, reduction of bias, and

improved computational efficiency. Strong or weak learners can be used to describe

ML algorithms:

• Weak Learners: Weak learner refers to a learning algorithm that performs 
slightly better than random guessing on a given task. For in-stance, to 
recognise the cat image, it combines a weak learner who guesses for 
pointed ears with another learner who guesses for cat-shaped eyes. The 
technology looks for pointed ears on the animal image before looking again 
for cat-like eyes. The system’s overall accuracy is improved as a result.

• Strong Learners: Strong learners have higher prediction efficiency. A group 
of weak learners is transformed into a single group of strong learners by boost-

ing. For example, it combines a weak learner who guesses cat-shaped eyes 
with a strong learner who guesses pointed ears to identify the cat image. The 
technology initially looks for pointed ears in the animal’s image before looking 
again for cat-like eyes. This improves the system’s overall accuracy.
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Adaptive Boosting:

Adaptive boosting was one of the earliest boosting models developed (AdaBoost).

The boosting procedure adjusts and tries to self-correct with each repetition. Ad-

aBoost initially gives each dataset the same weight. The weights of the data points

are then automatically adjusted following each decision tree. It provides them with

greater weight in order to make up for misclassified products in the subsequent

round. The procedure is continued until the residual error, or the difference be-

tween actual and projected values, is below a desired level. AdaBoost can be used

with a wide variety of predictors and is frequently less sensitive than other boost-

ing techniques. This strategy doesn’t work well when there is a correlation between

qualities or a lot of data dimensionality. AdaBoost is an effective boosting technique

for classification problems overall.

Extreme Gradient Boosting (XGBoost):

Similar to AdaBoost is the sequential training technique known as GB. The differ-

ence between GB and AdaBoost is that GB does not give items that were incorrectly

classified more weight. Instead, GB software optimises the loss function by building

base learners in a sequential order, making sure that each base learner is always

more efficient than the previous one. This method, in contrast to AdaBoost, strives

to deliver accurate results up front rather than correcting errors as they happen. As

a result, GB software might produce conclusions that are more accurate. Gradient

boosting is useful for both classification- and regression-based problems.

XGBoost improves gradient boosting in several ways for processing performance and

scalability. To enable simultaneous learning during training, XGBoost makes use of

the CPU’s multiple cores. Due to its ability to handle enormous datasets, it is a

boosting technique that is interesting for big data applications. The primary features

of XGBoost are parallelization, distributed computing, cache optimisation and core

processing. The open-source Extreme Gradient Boosting software provides an ex-

cellent and efficient implementation of the XGBoost. In ML competitions, XGBoost

quickly became the go-to method and frequently the winning formula for classifi-

cation and regression problems. Before XGBoost, there were previous open-source

implementations of the technique, but its debut seemed to unleash its full poten-

tial and raise gradient boosting profile more extensively in the field of applied ML.

Some highlighted advantages include high flexibility, ability to use parallel process-
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ing, speed and support for regularization. Furthermore, sparsity and customization

are also referred to as the positive aspects of using XGBoost algorithms.

CATBoosting

Gradient boosting is a method for decision trees called CATBoost. It was developed

by Yandex and is employed in many other fields and companies, including CERN,

Cloud Flare and Careem Taxi, as well as for search, recommendation systems, per-

sonal assistants, self-driving cars, weather forecasting and many other things. The

words "Category" and "Boosting" are combined to form the phrase "CATBoost". Gra-

dient boosting is a method for decision trees called CATBoost. It was developed

by Yandex and is employed in many other fields and companies, including CERN,

Cloud Flare Careem Taxi, as well as for search, recommendation systems, personal

assistants, self-driving cars, weather forecasting and many other things. It is highly

effective in two ways:

• Without the extensive data training that conventional ML algorithms often re-

quires, it offers cutting-edge results.

• It provides effective out-of-the-box support for the more descriptive data for-

mats that go along with many business issues and commercial obstacles.

An algorithm follows the general steps outlined below to train the boosting model:

• Step 1: The boosting technique assigns equal weight to each data sample. It

gives the starting machine model, the fundamental algorithm, the data. The

fundamental algorithm produces predictions for each data sample.

• Step 2: With the boosting strategy, samples with larger errors are given more

weight when evaluating model predictions. In addition, a weight based on the

model’s performance is given. A model that delivers excellent forecasts will

have a significant impact on the final decision.

• Step 3: The weighted data is sent to the following decision tree in the algo-

rithm.

• Step 4: The algorithm iterative repeats steps 2 and 3 until the total number of

training errors are below a predetermined threshold.
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Few highlighted advantages of the CATBoost algorithm are listed as follows.

• Performance: CATBoost gives cutting-edge results and can compete with any

top ML algorithm in terms of performance.

• Handling Categorical Features Automatically: To convert categories into

numbers without performing any explicit pre-processing, one may use CAT-

Boost. For the purpose of converting categorical values into numerical values,

CATBoost employs various statistics on categorical feature combinations as well

as categorical and numerical feature combinations. Continue reading to learn

more about it.

• Robust: Models are able to grow more general without having to make sig-

nificant hyper-parameter adjustments or over fit them. The number of trees,

learning rate, regularisation, tree depth, fold size, bagging temperature and

other settings are among those that may be altered in CATBoost. This page

describes each of these traits in detail.

• Easy to Use: You can use CATBoost directly from the command line by using

an accessible Python, R and API.

3.3.3 Deep Learning Approaches

Artificial Neural Network (ANN)

ANN are the ML algorithms inspired by the biological functionality of the animal

brain and have proven effective. A network consists of nodes, connections and lay-

ers. Nodes are the representations of artificial neurons and are capable of processing

the input signal and transmitting it to other neurons. Each neuron transforms the

input by some non-linear function and transmits the output. These neurons are

connected with each other over number of layers where each layer is responsible

for certain transformations. Each layer is assigned the weights which represent the

strength of a signal at a given neuron and improves over the training iterations. Typ-

ically, ANN consists of an input layer, an output layer and a number of hidden layers

with artificial neurons at each layer connected with each other [147, 148, 149, 150].

Figure 3.10 shows a typical representation of ANN.

Listed are the main components of ANN:
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Figure 3.10: A Typical Representation of a Neural Network.

• Artificial Neurons are conceptually inspired by the biological neurons and pro-

cess the given input using a non-linear activation function to generate output.

• Connections Neurons in the network are connected with each other by con-

nections which are responsible for transmitting the output of one neuron as an

input to other neurons. One neuron is usually connected to multiple neurons.

• Weights: Each connection in the network has a weight which determines its

significance. These weights are updated during the training process to optimize

the performance of the network.

Performance of an ANN is dependent on number of hyper parameters. Listed are

some important hyper parameters adjusted, prior to training process:

• Learning Rate: is the value that represents the step size that the model takes

to correct the error and adjust network weights accordingly. In general, higher

learning rate results in quicker training but with degraded performance, how-

ever, lower learning rate increases the training time but results in higher accu-

racy.
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• Hidden Layers: is the number of hidden layers in the network. It defines the

depth of network and is dependent on the size of the dataset and the number

of features. Usually, for huge datasets, hidden layers are increased while for

small datasets, hidden layers are reduced.

• Batch Size: is the value which determines the number of input samples being

processed for training to the model. This number depends on the computa-

tional resources available for the training process.

ANN has many advantages including its ability to store the information on the entire

network, fault tolerance, ability to work with incomplete data, gradual degradation

of performance and distributed memory. However, there are certain limitations of

ANN as well including their hardware dependence, training duration, selection of

network nodes and depth and lack of theoretical support.

Synthetic Minority Oversampling Technique (SMOTE)

SMOTE is a pre-processing method for addressing a datasets class imbalance. In the

real world, we frequently find ourselves attempting to train a model on a dataset

with extremely few examples of a specific class, which leads to subpar performance

(for example, rare disease diagnosis, manufacturing failures and fraudulent transac-

tions). It’s often impractical to go out and gather more data because of the nature

of the data (occurrences are so uncommon). The majority class should be under-

sampled as one approach to resolving this problem. To make the number of rows

for the majority and minority classes nearly equal, could eliminate rows that corre-

spond to the majority class. But in doing so, we miss out on a significant amount of

data that could be utilised to train our model and increase its accuracy (e.g., higher

bias). The minority class can also be over-sampled as a further option. In other

words, we duplicate minority class observations at random. This method has the

drawback of over fitting because the model is trained using the same instances over

and over again. SMOTE can help in this situation [151]. The SMOTE algorithm can

be summed up in the following way:

• Consider the variation between a sample and its closest neighbour.

• Divide the difference by a number at random between 0 and 1.
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• To create a new synthetic example in feature space, add this difference to the

sample.

• Continue the next closest neighbour till a user-defined number.

Generative Adversial Networks (GANs)

In June 2014, Ian Goodfellow and his colleagues created a family of ML frame-

works known as generative adversarial networks (Generative Adversarial Networks

(GAN)s). In a zero-sum game, where one agent’s gain equals another agent’s loss,

two neural networks compete against one another. This method learns to produce

fresh data with the same statistics as the training set given a training set. For in-

stance, a GAN trained on images can produce new images with numerous realistic

features that, at least on the surface, appear to be created by humans. GANs have

proven helpful for semi-supervised learning, fully supervised learning and reinforce-

ment learning, while initially presented as a type of generative model for unsuper-

vised learning [152, 153].

The fundamental principle of a GAN is built on "indirect" training via a discriminator,

a different neural network that can assess how "realistic" the input seems and that

is also dynamically updated. This indicates that the generator is taught to trick the

discriminator rather than to reduce the distance to a particular image. This makes it

possible for the model to learn without supervision [153, 154].

Candidates are created by the generative network, who then evaluates them with

the discriminate network. Data distributions are used to operate the competition.

The discriminate network separates candidates, generated by the generator from

the actual data distribution, while the generative network often learns to map from

a latent space to an interest data distribution. The goal of the generative network’s

training is to trick the discriminate network into making more mistakes by providing

unique candidates that it believes are not synthesised but instead are a part of the

real data distribution [154].

The discriminator’s initial training data is taken from a well-known dataset. It is

trained by repeatedly exposing it to samples from the training dataset until it reaches

a satisfactory level of accuracy. Based on whether the generator can trick the dis-

criminator, it is trained. Typically, randomised input sampled from a predetermined

latent space is used to seed the generator (e.g., a multivariate normal distribution).
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The discriminator then assesses the candidates created by the generator. Both net-

works undergo independent BP techniques, resulting in the generator producing bet-

ter samples and the discriminator improving its ability to identify fake samples. A

convolutional neural network serves as the discriminator and a deconvolutional neu-

ral network serves as the generator when utilised for image production [152, 154].

3.4 Research Approach

A three-stage research approach (see Figure 3.11) has been adopted in the develop-

ment of ML oriented solutions for students’ performance prediction problem. These

research activities were carried out in a hybrid approach that combined iterative and

waterfall elements. Initially, s linear progression using three steps of data prepara-

tion, model development and performance evaluation was followed, however, each

stage involved iterative processes and feedback loops to refine and improve the ap-

proach.

Details for processes and activities involved under each stage are provided as follows:

• Stage I - Data Preparation At the first stage, the raw data has been processed

and prepared to make it ready for the ML training. The data preparation in-

volved number of steps, including the cleaning of data, selection of appropriate

features and annotation of the data. First, the raw data from multiple sources

was sorted together and cleaned for the missing values. Second, the important

features based on the research questions and correlation analysis were selected

to prepared subsets of datasets. Finally, the data was annotated where needed

to facilitate the training of ML algorithms. This stage also involved the genera-

tion of simulated data from multiple techniques to address the class imbalance

problem. The feedback from model development and performance evaluation

stages also prompted to revisit data preparation steps to improve the quality of

the dataset.

• Stage II - Model Development In the second stage, once the data has been

prepared, ML and deep learning models from the classification and regression

classes were selected to classify and predict the final score of students, re-

spectively. The selection of models was based on the literature where similar

problems were addressed, on the type of data and on the ease of implemen-
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tation (an iterative process). The selected models were then tuned for the

hyperparamters, using the optimization approaches. Finally, the models were

trained using the dataset for the prediction and classification analysis. For the

training, Google Colab platform with Python and SciKit packages were used.

The feedback from the model evaluation stage was used to fine-tune the per-

formance.

• Stage III - Performance Evaluation At the third and final stage, the trained

models were subjected to unseen test data towards assessing the performance.

Multiple standard evaluation measures including accuracy, precision, recall

and F1 score were used. Further, the performance was also visualized using

the curves, bar graphs and confusion matrices.

Stage I - Data Preparation

Stage II - Model Development and Training

Stage III - Performance Evaluation

Raw Data Data Cleaning and Processing Feature Selection Data Annotation

Model Selection Hyperparameters Optimisation Models Training

6.2. COURSERA STUDENT PERFORMANCE PREDICTIONChapter 6. Performance Prediction Using Regression Models

Figure 6.2: Heap map illustrate the feature correlation after applied GAN on Coursera
dataset

6.1.3 Summary

6.2 Coursera Student Performance Prediction

6.2.1 Experiments Setup

6.2.2 Results and Discussions

6.2.3 Summary
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5.12. PROPOSED APPROACH (SM-GAN)Chapter 5. Student’s Performance Prediction Using Classification Models

Table 5.5: SMOTE + GAN (SM-GAN)

SMOTE SMOTE SMOTE
Model GAN SMOTE SMOTENN TOMEK SVM Border

KNN 0.915 0.855 0.972 0.871 0.865 0.847
SVM 0.883 0.502 0.496 0.50 0.449 0.55
Logistic regression 0.843 0.338 0.828 0.33 0.72 0.50
Decision trees 0.878 0.848 0.917 0.855 0.851 0.841
Random Forest 0.89 0.857 0.906 0.853 0.864 0.850
XGB 0.917 0.894 0.949 0.897 0.898 0.887
Catboost 0.913 0.90 0.956 0.904 0.905 0.906
ANN 0.894 0.75 0.76 0.75 0.73 0.71

5.12.1 Experiments Setup

5.12.2 Results and Discussions

5.12.3 Summary

92

Figure 3.11: Three-Stage Research Approach Adopted for Development of ML Oriented
Solutions for the Students’ Performance Prediction.

3.5 Study Design

To comprehensively address the problem of students’ performance prediction from

multiple aspects, we conducted three main experiments. Each experiment aimed to

explore different aspects of the prediction problem and evaluate the performance of
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various machine learning models. The experimental design for each of the experi-

ments is provided in the following sections:

3.5.1 Experiment 1: Prediction of Students’ Performance using

Classification Models

In first experiment, performance of students is predicted by considering students

grades as pass and fail (a classification problem). In this context, performance

of multiple state of the art classification models including MLP, DT, RF, XGBoost,

CATBoost, k-NN and SVC were evaluated and compared using two benchmark VLE

datasets (i.e., OULAD, Coursera). This experiment was performed in four different

settings:

• Experiment 1A: Classification of students’ performance as "Pass" or "Fail" us-

ing multiple ML models over the OULAD dataset. Best ten features from the

OULAD dataset based on the correlation were selected. The OULAD dataset

collected and pre-processed through different steps (i.e., data cleaning, re-

place categorical values and data selection). The choice of Experiment 1A was

driven by the desire to predict students’ performance in the OULAD dataset,

which covers a diverse range of subjects and academic domains.

• Experiment 1B: Classification of students’ performance as "Pass" or "Fail" using

multiple ML models over the Coursera dataset combined for all the subjects.

This experiment allowed us to evaluate the performance of the same ML mod-

els on a dataset that is more subject-specific, potentially offering insights into

the effectiveness of models on different academic disciplines.

• Experiment 1C: Classification of students’ performance as "High", "Medium"

and "Low" using multiple ML models over the feature engineered Coursera

dataset. This experiment provided a finer-grained analysis of performance pre-

diction and was relevant given the variable accuracy observed in the literature

depending on the number of grading bands.

• Experiment 1D: Classification of students’ performance as "Pass" or "Fail" using

ensemble of three ML models (i.e., DT, k-NN, XGBoost) over the combined

Coursera dataset. This ensemble method allowed us to leverage the strengths

of individual models and potentially improve the overall prediction accuracy.
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3.5.2 Experiment 2: Classification of Students’ Performance for

Each Course of Coursera Dataset

In the second experiment, performance of ML models (i.e., MLP, DT, RF, XGBoost,

CATBoost, k-NN and SVC) were evaluated for classification of students’ performance

as "Pass" or "Fail" using the each course of Coursera Dataset. Given that Coursera

is more limited to specific courses, therefore, it was anticipated to study the predic-

tion performance for each course. Studying course-level predictions in the Coursera

dataset offers insights, personalization, curriculum improvement, and advancements

in EDA. In the end, a comparison was performed to demonstrate for which course ML

performed well. Given the diversity of courses offered on the Coursera platform, we

evaluated the performance of various ML models on each course individually. This

approach allowed us to identify which courses had higher prediction accuracy and

potentially discover course-specific factors that influenced students’ performance.

3.5.3 Experiment 3: Class Imbalance Problem using Generative

Models

In the third experiment, the problem of class imbalance was investigated in detail by

making using of SMOTE and GAN approaches. SMOTE approaches were used to bal-

ance the class samples for classification problem, while the GAN models were imple-

mented to generate the simulated dataset. These experiments were performed using

the Coursera dataset. A series of investigations under this experiment included:

• Experiment 3A: Multiple SMOTE techniques were used to balance the Coursera

dataset and ML models were implemented to compare the performance. This

allowed us to assess the impact of class balancing on the performance of ML

models.

• Experiment 3B: Generative models were used to enhance the existing Coursera

dataset with simulated samples and impact of simulated data was assessed by

implementing ML models. The goal was to investigate the effectiveness of

simulated data in improving the performance of ML models.
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3.6 Performance Evaluation Measures

To evaluate the performance of ML algorithms for student’ performance prediction,

number of measures were used including classification model accuracy. Details of

each of the classification measures, used in the presented research are provided as

follows.

A variety of metrics were employed to evaluate the effectiveness of ML algorithms for

predicting students’ achievement, including classification accuracy, F1 score and J-

Index [155]. For the evaluation of classification performance of any learning model,

the evaluation metrics stated above are frequently reported in the literature. The

following is a brief summary of each measure:

• The percentage of total data inferences that were correctly categorised is known

as classification accuracy. A high classification accuracy value is a sign of im-

proved model performance.

• The measurement known as the F1 Score employs precision and recall in con-

cert with harmonic methods. The F1 score is calculated using the following

expression in Equation 3.3. A higher number (max 1) showed that the ML

model was performing better.

F1 Score = 2× Precision × Recall
Precision + Recall

(3.3)

• Recall score measures the ability of a ML model to accurately estimate the

positives from the actual positive values. It is determined from the confusion

matrix using the following expression:

Recall Score =
TP

FN + TP
(3.4)

• Precision is referred to as the ratio of relevant samples among the retrieved. In

other words, it measures the proposition of positively predicted samples that

are actually correct. Mathematically, it can be determined using the following

expression:

Precision Score =
TP

FP + TP
(3.5)
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• Specificity also referred to as the true negative rate is the probability of a neg-

ative test given that the condition of actually being negative.

• Sensitivity also referred to as the true positive rate is the probability of a posi-

tive test given that the condition of actually being positive.

3.7 Summary

As a summary, this chapter presented a detailed information about the datasets used

in this research, theoretical knowledge about the methods and the datasets (OULAD

and Coursera) used in this research and background to different ML and deep learn-

ing approaches were used to predict the performance of the students. In the domain

of VLE, both the datasets mentioned above were considered to be the most compre-

hensive datasets by the research community. Different theoretical knowledge about

ML models, research approaches and experimental designs were also used in this

research.

Finally, this chapter also listed standard evaluation measures used for the assessment

of ML classification models in context to students performance prediction.
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Chapter 4

Students’ Performance Prediction
using Classification Models

This chapter outlines the detailed information about the Experiment 1 performed

under this research in the context to the prediction of students’ performance using

different ML classification models. A detailed analyses on the experimental inves-

tigations performed, using the OULAD and Coursera datasets has been provided.

Results are presented in both qualitative explanation and quantitative forms to high-

light the important insights from the experiments. The chapter has been structured

based on the sub-experiments performed under the Experiment 1.

4.1 Experiment 1A: Classification using the OULAD

Dataset

This section presents the information about the ML classification of students’ per-

formance using OULAD dataset. A range of ML models including MLP, DT, RF, XG-

Boost, CATBoost, k-NN and SVC have been implemented on the selected features of

the OULAD dataset.
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4.1.1 Dataset

For the investigations performed under Experiment 1A, a part of OULAD dataset

was used. Features from the raw dataset were selected using the correlation analy-

sis. The dataset consisted of 11 input features. The dataset was cleaned to remove

any missing values and was encoded to perform the ML analysis (i.e., accepts numer-

ical values). Figure 4.1 shows the correlation map between the selected features and

the target variable. A correlation heatmap is generated by computing the correla-

tion matrix, which represents the pairwise correlation coefficients between variables

in a dataset. The correlation coefficients quantify the strength and direction of lin-

ear or monotonic relationships. From the correlation map, it can be observed that

imd_band and num_of_prev_attempts were the two most correlated features while

the region and code_module were the least correlated features. Overall, the plot

demonstrates that there is no strong correlation between the input features and

target variable, suggesting a challenging problem from ML perspective. Another

challenge posed by the dataset is the class imbalance (see Figure 4.2 for target class

distribution), which is anticipated to be a significant factor in the ML analysis. The

’Fail’ class contains approximately half of the samples of the ’Pass’ class.
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Figure 4.1: Feature Correlation Map for OULAD Dataset.
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Figure 4.2: Class Distribution for OULAD Dataset.

4.1.2 Experimental Settings

The experiments were performed using the Python programming language, and Ten-

sorFlow along with Scikit package were used. The dataset was split into 80:20 ratios

for train and test, respectively. For input features, the Standard Scalar transfor-

mation approach was used for better ML performance. A 5-Fold cross validation

approach was used for the training and Grid Search was adopted to find the optimal

hyper parameters. Table 4.1 shows the best hyperparamters resulted by Grid search

for the implemented ML models. The performance of models was assessed, using the

standard evaluation measures (see Section 3.6 for detailed description) including ac-

curacy, F1 score, precision, recall, sensitivity, and specificity. In addition, confusion

metrics and ROC curves were plotted to further establish the understanding of the

implemented models.

Table 4.1: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 1A.

Model Hyperparameters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: entropy, min_samples_leaf: 100, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: distance
RF criterion: entropy, min_samples_leaf: 50, min_samples_split: 2, n_estimators: 30
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 3, n_estimators: 100
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 1, learning_rate: 0.1
SVC degree: 1, gamma: auto
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4.1.3 Results

This section presents the results of Experiment 1A in both quantitative and quali-

tative ways. Table 4.2 presents the detailed quantitative test results for the imple-

mented ML classification models in the context of students’ performance prediction,

using the OULAD dataset. From the Table 4.2, it can be observed that almost all mod-

els, comparatively preformed similar with accuracy around 65%. The performance

of all models in the same range indicates the challenging nature of the dataset and

the inability of implemented models to learn significant features from the dataset.

Table 4.2: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using OULAD Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.65 0.50 0.61 0.54 0.13 0.95
DT 0.64 0.53 0.59 0.55 0.19 0.90
k-NN 0.65 0.51 0.61 0.55 0.16 0.94
RF 0.65 0.50 0.61 0.54 0.16 0.94
XGBoost 0.65 0.51 0.60 0.54 0.17 0.92
CATBoost 0.65 0.54 0.62 0.56 0.23 0.88
SVC 0.65 0.51 0.60 0.54 0.16 0.93

To further explore the performance of implemented models in terms of Type I and

Type II errors, confusion metrices were also plotted for each model (see Figure 4.3).

Aim of the ML model is to minimize the Type II error, which in this case is "Pass

student predicted as Fail". From the Figure 4.3, it can be observed that CATBoost

achieved the Type I error of 77%, a very high values, however, the least among the

implemented. On the other hand, MLP was able to achieve the least Type II error

of only 5%. Overall, based on the distribution of Type I and Type II errors, the

CATBoost model preformed best among all. Figure 4.4 shows the ROC curves for the

implemented models and confirms that all models performed in a similar capacity,

with CATBoost slightly on the better end with an AUC of 0.63.
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Figure 4.4: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students Performance using OULAD Dataset.

4.2 Experiment 1B: Classification using the Combined

Coursera Dataset

This section outlines the implementation of ML classification models to predict the

performance of students as Pass or Fail using the Coursera dataset. The implemented

ML models for comparative analysis included MLP, DT, RF, XGBoost, CATBoost, k-NN

and SVC. Following sections present the information about the dataset, experimental

protocols and highlighted results from the investigation.

4.2.1 Dataset

The Coursera dataset combined using all the courses were used for the investigations

in Experiment 1B. From the raw dataset, based on the correlation matrix, top ten
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correlated features were selected. In total, there were 9 input features and one target

variable. The nan values were removed from the dataset as part of the pre-processing

and Standard Scalar transformation was applied to input features towards achieving

optimized ML performance. From the correlation map (see in Figure 4.5), it can be

observed that hits_count and quiz _count are most correlated to the target variable,

while partic_count and video_duration were the least correlated. Overall, most of

the features show good positive correlation with the target variable except for the

assessment_type_id_7 where negative correlation was observed. Figure 4.6 shows the

class distribution for the target variable and clearly demonstrates the data imbalance

problem (i.e., samples from Fail class are almost double in comparison to Pass class).
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Figure 4.5: Feature Correlation Map for Coursera Dataset.
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Figure 4.6: Class Distribution for Coursera Dataset.

4.2.2 Experimental Settings

For the Experiment 1B, the same experimental settings were used for Experiment 1A

in terms of programming language, python packages, dataset split and data trans-

formation. However, the results for the Grid Search hyperparamters were different

for some models, therefore, are provided in Table 4.3. For detailed experimental

settings, visit Section 4.1.2.

Table 4.3: Hyperparamters for Machine Learning (ML) Models Implemented under Ex-
periment 1B.

Model Hyperparamters

MLP activation: tanh, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: entropy, min_samples_leaf: 100, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 100, n_estimators: 50
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 50, n_estimators: 100
CATBoost depth: 5, iterations: 150, l2_leaf_reg: 1, learning_rate: 0.001
SVC degree: 1, gamma: auto
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4.2.3 Results

Results for the Experiment 1B are presented qualitatively in tabular format and quan-

titatively in terms of plots. Table 4.4 presents the detailed quantitative test results for

the implemented ML classification models in the context to students’ performance

prediction using the Coursera dataset. From the Table 4.4, it can be observed that,

similar to Experiment 1A, the performance of ML models was comparable to each

other with accuracy towards 80%. Although a higher accuracy was observed for

the Coursera dataset classification in comparison to OULAD, however, the accuracy

still needs to be improved towards practical implementation of such systems. The

degraded performance may be attributed to the class imbalance and the inability of

models to learn the important features from the dataset. In addition to class im-

balance problem, there could be other reasons for degraded performance including

the dataset complexity, dataset quality, lack of relevant features and lack of dataset

samples.

The performance of models was further explored for Type I and Type II errors, using

the confusion matrix plots for each implemented model. From the Figure 4.7, it can

be observed that a high Type II error was observed overall for all the models. The

least Type II error was recorded for the MLP model (i.e., 35%). On the other hand,

the Type I error was observed to be the least for the XGBoost (i.e, 10%). Overall,

in terms of the balanced distribution of errors, from confusion matrices, MLP model

can be nominated as the performing among all the implemented models. Figure 4.8

shows the ROC curves for the implemented models demonstrates that XGBoost, MLP

and RF were among the performing models with an AUC around 0.85.

Table 4.4: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.80 0.75 0.79 0.76 0.88 0.65
DT 0.79 0.74 0.77 0.74 0.88 0.44
k-NN 0.79 0.74 0.77 0.74 0.87 0.62
RF 0.80 0.76 0.79 0.76 0.87 0.64
XGBoost 0.80 0.74 0.79 0.74 0.90 0.57
CATBoost 0.79 0.74 0.79 0.75 0.86 0.64
SVC 0.71 0.64 0.74 0.68 0.75 0.62
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Figure 4.8: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students, Performance using Coursera Dataset.

4.3 Experiment 1C: Classification using the Coursera

Dataset with Feature Engineering

In the Experiment 1C, the Coursera dataset was feature engineered and a new target

variable was defined based on the grades scores to have three classes (High, Low,

Medium) instead of conventional binary classes (Pass, Fail). Feature engineering is

a crucial step in optimising the ML classification models and involves transforming

raw data. Feature engineering enhances predictive performance, enables effective

learning, handles data quality issues, captures non-linear relationships, reduces di-

mensionality, and aids in result interpretation. By extracting relevant information,

creating new features, and addressing missing or noisy data, feature engineering

improves the accuracy of models, facilitates pattern recognition, and ensures robust-

ness. It also helps in understanding how different aspects of the data contribute to

predictions or classifications. This section outlines the details of the implementation
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of multiple ML models for the three-class classification of the feature-engineered

Coursera dataset towards achieving better performance. In this context, seven ML

models including MLP, DT, RF, XGBoost, CATBoost, k-NN and SVC were imple-

mented.

4.3.1 Dataset

For the investigations, performed under Experiment 1C, the Coursera dataset was

feature engineered and a new target variable "performance" was added based on the

range of course grades. The idea was to have three classes for High, Medium and

Low performance measurement of students towards better prediction of ML models.

The nan values from the dataset were removed as part of the data pre-processing

and input features were normalized using Standard Scalar to get better ML perfor-

mance. Figure 4.9 shows the correlation map of top 9 correlated features to the

newly added "performance" target variable. From the correlation map, it can be

observed that hits_count and quiz_count are the two most correlated features with

negative correlation while partic_count and video_duration are the least correlated.

Overall, the correlation trend remained the same for the original Coursera dataset,

except for shift correlation sign for some features. Figure 4.10 shows the class dis-

tribution for the new target variable and clearly demonstrates the class imbalance.
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Figure 4.10: Class Distribution for Coursera Dataset with Feature Engineering.
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4.3.2 Experimental Settings

For the investigations, performed under the Experiment 1C, similar experimental

settings as reported in Section 4.1.2 for Experiment 1A were adopted. However, the

values of hyperparamters resulted from Grid Search were reported different and are

tabulated in Table 4.5.

Table 4.5: Hyperparamters for Machine Learning (ML) Models Implemented under Ex-
periment 1A.

Model Hyperparamters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: gini, min_samples_leaf: 100, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 50, n_estimators: 30
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 50, n_estimators: 100
CATBoost depth: 5, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: scale

4.3.3 Results

Results were presented quantitatively and graphically to better understand the per-

formance of implemented ML models. Table 4.6 outlines the detailed quantitative

results for the implemented models and demonstrate that XGBoost and CATBoost

were the top performing models with accuracy of 81%. While MLP and RF were re-

ported as the second best with accuracy of 80%. However, the overall performance

of all the models was found comparable to each other with not much difference.

The performance for three-class classification was slightly better in comparison to

original binary classification, however, in terms of accuracy, there was no huge dif-

ference.

To further analyse the models in terms of Type I, Type II and Type III errors, the

confusion matrices were plotted for each implemented models. In this case, Type

II error is defined as the "instances from High class predicted as Low class". While

the Type I error is defined as the "instances from Low class predicted as H class".

From the Figure 4.11, it can be observed that the RF model was able to get the

minimum value of Type II error (i.e., 2%), while the DT model got the best value of

Type I error (i.e., 1%). Overall, it can be observed that Medium class was most often

miss-classified as the High class and same is the case where High class was miss-
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classified as the Medium class. Overall, in terms of class distribution, DT model can

be nominated as the best given that it offers the least miss-classifications between

the distant classes. For example, there are the least miss-classifications between

the High and Low classes for DT model. Most of the false predictions are between

Medium and High classes which are acceptable to some extent and not as critical in

comparison to the Low class predicted as Medium or High.

Table 4.6: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dent,s Performance using Coursera Dataset with Feature Engineering.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.80 0.78 0.81 0.79 0.94 0.87
DT 0.77 0.72 0.79 0.74 0.87 0.87
k-NN 0.79 0.77 0.79 0.78 0.93 0.82
RF 0.80 0.76 0.83 0.76 0.97 0.85
XGBoost 0.81 0.79 0.83 0.80 0.96 0.88
CATBoost 0.81 0.81 0.84 0.81 0.96 0.88
SVC 0.78 0.75 0.79 0.77 0.93 0.81
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4.4 Experiment 1D: Ensemble Classification using the

Combined Coursera Database

Finally, an ensemble of three models (i.e., DT, k-NN, XGBoost) was implemented

on the Coursera datasets. In this experiment two methods of Ensemble methods

were used including stacking and voting. Each method has a specific approach of

combining the results from the ensemble models. This experiment showed the im-

plementation of multiple ML models for the Corusera dataset towards achieving

better performance. Although, its a known fact that ensemble approaches require

more computational resources, where available, they can be used towards improved

classification accuracy.

4.4.1 Experimental Settings

For this experiment, similar experimental settings were used as reported for previous

experiments in this chapter including the same programming language, same data

split and same models. The performance of ensemble model was assessed in terms

of classification accuracy.

4.4.2 Results

Quantitative results are presented in Table 4.7 for the classification performance of

ensemble models in terms of the classification accuracy. From the results, it can

be observed that an ensemble of DT, k-NN and XGBoost by the stacking method

achieved the classification accuracy of 97% while by the voting method achieved

85%. This indicates a significant improvement in compared individual models im-

plemented previously in Experiment 1B. The effectiveness of stacking can be at-

tributed to its ability to capture the strengths and compensate for the weaknesses of

individual base models. By combining the predictions of multiple models, stacking

leverages their diverse perspectives and expertise, resulting in improved overall per-

formance. Each base model may excel at capturing certain patterns or relationships

in the data, and the meta-learner learns to weigh their predictions effectively, poten-

tially leading to more accurate and robust predictions. Typically, a meta learner is

trained on a separate dataset or using cross-validation techniques. The base mod-
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els’ predictions serve as the input features for the meta-learner, while the true class

labels are used as the target variable for training. The meta-learner is a supervised

learning algorithm, a decision tree in this case. The training process involves op-

timizing the meta-learner’s parameters to minimize prediction errors and improve

overall performance. From the results, it can be reported that the combination of

multiple models resulted in better performance, however, may have impacted the in-

ference speed and use of computational resources. Stacking can be more demanding

compared to individual models. The process involves training multiple base mod-

els and a meta-learner, which requires additional computation time and memory

resources. The increased computational resources required may pose challenges,

especially when dealing with large datasets or limited computational capabilities.

However, the impact of increased computational resources depends on the specific

context and available resources. It’s essential to consider the trade-off between im-

proved performance and the practical constraints of computation time and resources

when implementing stacking or any ensemble technique.

Table 4.7: Quantitative Test Results for Ensemble Classification of Student,s Perfor-
mance using Coursera Dataset.

Ensemble Approach Stacking Voting

Classification Accuracy 0.97 0.85

4.5 Summary

This chapter presented the detailed information about the different experimental

settings, performed under this research, in the connection to prediction of students’

performance using different ML classification models (i.e., MLP, DT, RF, XGBOOST,

CATBOOST, k-NN, SVC) for OULAD and Coursera datasets. All these models were

implemented on the selected feature of the OULAD and Coursera datasets.

Results were presented in both qualitative and quantitative forms to highlight the

importance of different experiments done. From the results, the importance of ML

models, can easily be observed that almost all models comparatively performed simi-

lar with slight change of accuracy, score, perception, recall, sensitivity and specificity.

Overall, for the OULAD dataset, Coursera dataset, feature engineered Coursera dataset,

and ensemble models Coursera dataset achieved high accuracy around 69%, 80%,
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81%, and 97% respectively. The results suggested that the performance of models

can be improved further. In this context the class imbalance problem was high-

lighted in all the investigations as the leading factor for the degraded performance.

Degraded performance can be caused by various factors beyond class imbalance.

Dataset complexity, including intricate patterns, noise, and outliers, can make it dif-

ficult for models to generalize effectively. Poor dataset quality, such as missing values

or incorrect labels, hampers the model’s ability to learn meaningful patterns. Insuf-

ficient or biased features may not capture relevant information for accurate predic-

tions. Limited dataset samples can lead to overfitting and inadequate generalization.

Data distribution shifts, where training and deployment data differ significantly, can

adversely impact performance. Model complexity, hyperparameter tuning, and in-

adequate feature engineering also play crucial roles.
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Chapter 5

Students’ Performance Classification
on Coursera for Each Subject

This chapter presents the details of Experiment 2, performed under this research

where the performance of students was classified for each course under the Cours-

era dataset using ML models. The aim of this experiment is to investigate the impact

of each course on the ML performance in comparison to the combined dataset con-

sisting of eight courses. Results are presented in both qualitative and quantitative

forms to highlight the important insights from the experiments.

5.1 Experiment 2A: Algorithms and Data Structures

Details about the ML investigations, performed using Algorithms and Data Structures

course dataset from the Coursera are provided in this section. Performance of MLP,

DT, RF, XGBoost, CATBoost, k-NN and SVC ML models has been compared important

insights are reported.

5.1.1 Dataset

The dataset used for this investigation consisted of samples related to "Algorithms

and Data Structures" course within the Coursera dataset. Number of input features

and the target variables were the same as for the Coursera dataset. Figure 5.1 shows

90



the correlation map between the input features and target variable. From the map, it

can be observed that hits_count and Course Grade were the two most correlated fea-

tures while the video_duration and assessment_type_id_6 were the least correlated

features. In terms of dataset target variable distribution (see Figure 5.2), there was

a clear imbalance between "Pass" and "Fail" class was observed.

5.1.2 Experimental Settings

For the performed investigations, same experimental protocols were followed as

reported in Section 4.1.2 in terms of programming language, package, data pre-

processing, dataset split and evaluation measures. Only difference was the values of

hyper paramters resulted from the Grid search reported in Table 5.2.
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Figure 5.1: Feature Correlation Map for Coursera Algorithms and Data Structures
Dataset.

91



0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2
Course Passed

0

100

200

300

400

500

Fr
eq

ue
nc

y

Figure 5.2: Class Distribution for Coursera Algorithms and Data Structures Dataset.

Table 5.1: Hyper parameters for Machine Learning (ML) Models Implemented under
Experiment 2A.

Model Hyper parameters

MLP activation: identity, learning_rate_init: 0.001, solver: adam, iter=500
DT criterion: gini, min_samples_leaf: 100, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 50, weights: distance
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 50, n_estimators: 10
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 3, n_estimators: 100
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 1, learning_rate: 0.001
SVC degree: 1, gamma: scale

5.1.3 Results

Results are presented quantitatively in the Table above and graphically in Figure 5.3

and Figure 5.4. Table in above presents the detailed quantitative test results for the

implemented ML models in context to the students’ performance prediction using

Algorithms and Data Structure course dataset within the Coursera. From the table,

XGB and k-NN models were the top performers with the classification accuracy of

0.80. CATBoost was reported as the worst model with an accuracy of 0.77. Overall,

there was not much difference reported between the performance of models indicat-

ing the challenging nature of the dataset, mainly because of class imbalance.
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Table 5.2: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Algorithms and Data Structures Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.79 0.69 0.77 0.72 0.85 0.56
DT 0.78 0.68 0.87 0.74 0.80 0.39
k-NN 0.80 0.65 0.77 0.69 0.89 0.5
RF 0.79 0.71 0.79 0.76 0.81 0.53
XGBoost 0.80 0.70 0.77 0.73 0.86 0.60
CATBoost 0.76 0.53 0.77 0.69 0.82 0.56
SVC 0.77 0.60 0.75 0.65 0.85 0.45

The performance of models was also assessed in terms of Type I and Type II errors

from the confusion matrices plotted in Figure 5.3. It can be observed that XGBoost

was able to achieve the least Type II error of 40% which on very higher end. On

the other hand, k-NN model was able to achieve the best Type I error of only 11%.

Overall, in terms of class distribution, XGBoost was reported as the best classifier

for the Algorithms and Data Structures course. This can also be confirmed from the

ROC curves reported in Figure 5.4 where XGBoost is among the smoothest curves

with AUC of 0.78.
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Figure 5.4: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Algorithms and Data Structures
Dataset.

5.2 Experiment 2B: Computational Mathematics

The information in this section describes the ML analyses that were carried out using

the Coursera dataset for the Computational Mathematics course. A comparison of

the performance of the ML models MLP, DT, RF, XGBoost, CATBoost, k-NN, and SVC

has shown some key findings.

5.2.1 Dataset

Samples from the "Computational Mathematics" course in the Coursera dataset made

up the dataset used for this experiment. The number of input attributes and the

target variables were the same as for the Coursera dataset. The correlation map

between the input features and the target variable is shown in Figure 5.5. From the

map, it can be seen that hits_count and Course Grade were the two most correlated
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features, whereas assessment_type_id_6 and assessment_type_id_7 were the least cor-

related features. There was a pronounced imbalance between the "Pass" and "Fail"

classes observed in terms of the dataset target variable distribution (see Figure 5.6).
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Figure 5.5: Feature Correlation Map for Coursera Computational Mathematics Dataset.
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Figure 5.6: Class Distribution for Coursera Computational Mathematics Dataset.
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5.2.2 Experimental Settings

The programming language, package, data pre-processing, dataset splitting and

evaluation metrics used for the research were the same as those presented in Section

4.1.2. The values of the hyperparameters obtained from the GridSearch and given

in Table 5.3 were the only change.

Table 5.3: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 2B.

Model Hyperparameters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: gini, min_samples_leaf: 10, min_samples_split: 30, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: entropy, min_samples_leaf: 100, min_samples_split: 100, n_estimators: 10
XGBoost booster: gblinear, learning_rate: 0.001, max_depth: 3, n_estimators: 2
CATBoost depth: 5, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: auto
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5.2.3 Results

Results are shown graphically in Figures 5.7 and 5.8 and quantitatively in Table

5.4. The comprehensive quantitative test results for the ML models are presented in

Table 5.4 in relation to the Coursera dataset used to forecast students’ success using

Computational Mathematics. The highest performers in the table were the MLP and

XGBoost models, with classification accuracy of 0.88. The worst model, according to

reports, had an accuracy of 0.78 for DT. Overall, the models’ performance revealed

that the dataset was difficult, primarily due to class imbalance.

Table 5.4: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Computational Mathematics Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.88 0.70 0.90 0.71 0.95 0.48
DT 0.78 0.53 0.87 0.58 0.89 0.59
k-NN 0.87 0.75 0.90 0.77 0.91 0.63
RF 0.81 0.73 0.90 0.80 0.81 0.77
XGBoost 0.87 0.84 0.87 0.89 0.86 0.92
CATBoost 0.81 0.69 0.79 0.74 0.85 0.64
SVC 0.81 0.67 0.88 0.72 0.85 0.58
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Figure 5.8: ROC Curves of the Implemented Machine Learning (ML) Models for
the Classification of Students’ Performance using Coursera Computational Mathemat-
ics Dataset.
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In addition, Type I and Type II errors from the confusion matrices presented in Figure

5.7 were used to evaluate the performance of the models. It is clear that XGBoost

was successful in achieving the lowest Type II error of 8%. The best Type I error,

however, was only 4% for the MLP model. Overall, XGBoost was rated as the best

classifier for the computational mathematics course in terms of class distribution.

This is further supported by the ROC curves shown in Figure 5.8, where XGBoost

has one of the best AUC values of 0.92.

5.3 Experiment 2C: Discrete Mathematics

In this part, specifics of the ML analyses conducted using the Coursera’s Discrete

Mathematics course dataset are provided. Important insights are presented after

performance of the MLP, DT, RF, XGBoost, CATBoost, k-NN, and SVC ML models

were compared.

5.3.1 Dataset

Samples from the Coursera dataset that were relevant to the course "Discrete Mathe-

matics" made up the dataset used for this investigation. The target variables and the

number of input parameters were the same as for the Coursera dataset. The corre-

lation map between the input features and the target variable is displayed in Figure

5.9. The total_quiz_grade and Course Grade were the two features with the highest

correlation, while assessment_type_id_6 and partic_count had the lowest correlation,

as seen on the map. The distribution of the dataset’s target variables (see Figure

5.10) showed a balance between the "Pass" and "Fail" classes.

5.3.2 Experimental Settings

In terms of programming language, package, data pre-processing, dataset splitting,

and evaluation metrics, the investigations were carried out in accordance with the

experimental methods described in Section 4.1.2. The values of the hyperparame-

ters from the GridSearch that were provided in Table 5.5 were the only things that

differed.
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Figure 5.9: Feature Correlation Map for Coursera Discrete Mathematics Dataset.
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Figure 5.10: Class Distribution for Coursera Discrete Mathematics Dataset.
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Table 5.5: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 2C.

Model Hyperparameters

MLP activation: identity, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: gini, min_samples_leaf: 100, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 10, n_estimators: 30
XGBoost booster: gblinear, learning_rate: 0.001, max_depth: 3, n_estimators: 2
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: scale

5.3.3 Results

Here the given results shown graphically in Figures 5.11 and 5.12 and quantitatively

in Table 5.6. The comprehensive quantitative test results for the built ML models

are shown in Table 5.6 in relation to the prediction of the students’ performance

using the Coursera dataset for the Discrete Mathematics course. From the table,

XGBoost model was the top performer with the classification accuracy of 0.76. The

worst model, CATBoost, was noted to have an accuracy of 0.57. Overall, the models’

performance showed how difficult the dataset was to work with and how difficult

it was for the models to train on the important attributes. Given that the dataset

was balanced in this case, however, the degraded performance may be attributed to

other factors including dataset complexity and dataset quality.

Table 5.6: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Discrete Mathematics Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.72 0.67 0.75 0.73 0.72 0.72
DT 0.62 0.54 0.79 0.63 0.59 0.75
k-NN 0.61 0.52 0.77 0.61 0.55 0.69
RF 0.61 0.51 0.68 0.61 0.56 0.64
XGBoost 0.76 0.71 0.77 0.77 0.72 0.81
CATBoost 0.57 0.46 0.54 0.57 0.54 0.61
SVC 0.62 0.54 0.77 0.62 0.57 0.68
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The effectiveness of the models was also evaluated in terms of Type I and Type

II errors using the depicted confusion matrices in Figure 5.11. It is evident that

XGBoost was successful in achieving Type II and Type I error rates of 19% and 28%,

respectively. Overall, the best classifier for the Discrete Mathematics course was

found to be XGBoost in terms of class distribution. This is further supported by the

ROC curves shown in Figure 5.12, where XGBoost has one of the smoothest AUC

values (0.82), ranking among the top curves.
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Figure 5.12: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Discrete Mathematics Dataset.

5.4 Experiment 2D: Fundamentals of Computer Sci-

ence

This section has information about the ML tests that were done using the Coursera

dataset from the Fundamentals of Computer Science course. MLP, DT, RF, XGBoost,
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CATBoost, k-NN, and SVC ML models’ performance has been compared and impor-

tant insights have been found.

5.4.1 Dataset

The Coursera dataset samples relevant to the "Fundamentals of Computer Science"

course were utilised for this enquiry. The number of input features and output vari-

ables were identical to those of the Coursera dataset. The correlation map between

the input features and the target variable is depicted in Figure 5.13. The map re-

veals that quiz_count and Course Grade are the two most correlated parameters, but

assessment_type_id_6 and video_duration are the least correlated. Regarding the tar-

get variable distribution of the dataset (see Figure 5.14), an imbalance between the

"Pass" and "Fail" classes was identified.
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Figure 5.13: Feature Correlation Map for Coursera Fundamentals of Computer Science
Dataset.
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Figure 5.14: Class Distribution for Coursera Fundamentals of Computer Science
Dataset.

5.4.2 Experimental Settings

When experimental procedures that were mentioned in Section 4.1.2 were adhered

to. These protocols included the programming language, the package, the data pre-

processing, the dataset split and the evaluation measures. The only thing that was

different was the values of the hyperparameters that were reported in Table 5.7 after

the Grid Search had been run.

Table 5.7: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 2D.

Model Hyperparamters

MLP activation: identity, learning_rate_init: 0.1, solver: lbfgs, iter=500
DT criterion: entropy, min_samples_leaf: 10, min_samples_split: 100, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 50, weights: uniform
RF criterion: entropy, min_samples_leaf: 100, min_samples_split: 10, n_estimators: 10
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 10, n_estimators: 2
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: scale
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5.4.3 Results

Table 5.8 presents the detailed quantitative test results for the implemented ML

models in context to the students’ performance prediction using Fundamentals of

Computer Science course dataset within the Coursera. Results are presented quanti-

tatively in Table 5.8 and graphically in Figure 5.15 and Figure 5.16. According to the

table, the k-NN model performed best, with a classification accuracy of 0.81. CAT-

Boost and DT were reported as the worst models with an accuracy of 0.74. Overall,

the models’ performance showed that the dataset was difficult, the target class was

unbalanced and the models were unable to capture the important features during

training.

Table 5.8: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Fundamentals of Computer Science Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.79 0.69 0.76 0.71 0.86 0.57
DT 0.74 0.60 0.63 0.66 0.82 0.51
k-NN 0.81 0.74 0.88 0.75 0.88 0.63
RF 0.76 0.67 0.76 0.72 0.79 0.57
XGBoost 0.79 0.75 0.83 0.80 0.78 0.82
CATBoost 0.74 0.63 0.75 0.67 0.81 0.54
SVC 0.77 0.69 0.86 0.71 0.84 0.59

In addition, Type I and Type II errors from the confusion matrices presented in Figure

5.15 were used to evaluate the performance of the models. It is clear that XGBoost

was able to obtain Type II error of 18%. The k-NN model, on the other hand, man-

aged to attain the best Type I error of 12%. Overall, XGBoost was rated as the best

classifier for the Fundamentals of Computer Science course in terms of class distri-

bution. This can also be validated from the ROC curves given in Figure 5.16 where

XGBoost is among the smoothest curves with AUC of 0.82.
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Figure 5.16: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Fundamentals of Computer Sci-
ence Dataset.

5.5 Experiment 2E: How Computers Work?

In this part of the experiment, we detail our ML experiments with the How Comput-

ers Work dataset from Coursera. Results comparing the effectiveness of various ML

models, including MLP, DT, RF, XGBoost, CATBoost, k-NN, and SVC are provided.

5.5.1 Dataset

To conduct this study, we used data from the Coursera database, specifically the

"How Computers Work" course. Both the number of input features and the number

of variables used in the training were consistent with those found in the Cours-

era dataset. The input feature to output variable correlation map is depicted in

Figure 5.17. The map shows that the features with the highest correlation are
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hits_count and Course Grade, whereas the features with the lowest correlation are

assessment_type_id_6 and assessment_type_id_7. There was a discrepancy between

the distributions of the Pass and Fail classes for the dataset’s target variables (Figure

5.18).
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Figure 5.17: Feature Correlation Map for Coursera How Computers Work, Dataset?
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Figure 5.18: Class Distribution for Coursera How Computers Work, Dataset?
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5.5.2 Experimental Settings

Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting, and evaluation measures. The only variation was

in the GridSearch-reported hypeparameter values (Table 5.9).

Table 5.9: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 2E.

Model Hyperparameters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: entropy, min_samples_leaf: 100, min_samples_split: 2, splitter: best
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: entropy, min_samples_leaf: 100, min_samples_split: 2, n_estimators: 10
XGBoost booster: gblinear, learning_rate: 0.001, max_depth: 3, n_estimators: 2
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: auto

5.5.3 Results

Table 5.10 and Figures 5.19 and 5.20 provide numerical and graphical representa-

tions of the results, respectively. Using data from a How Computers Work course

on Coursera, Table 5.10 displays the quantitative results of extensive testing con-

ducted on the several ML models that were deployed for the purpose of predicting

students’ grades in that course. Classification accuracy of 0.71 indicates that MLP

model is the best performer in the table. It was found that k-NN was the least accu-

rate model, with a reported accuracy of 0.60. The overall performance of the models

showed that the dataset was more difficult than expected, that the target class was

unbalanced, and that the models failed to adequately capture the most important

properties during training.
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Table 5.10: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera, How Computers Work Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.71 0.42 0.38 0.50 0.96 0.04
DT 0.69 0.57 0.67 0.63 0.76 0.51
k-NN 0.60 0.39 0.52 0.48 0.74 0.23
RF 0.62 0.43 0.49 0.55 0.72 0.41
XGBoost 0.70 0.62 0.64 0.69 0.71 0.68
CATBoost 0.61 0.45 0.46 0.54 0.70 0.39
SVC 0.61 0.44 0.70 0.51 0.72 0.31

The confusion matrices displayed in Figure 5.19 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. The lowest Type II error (32%),

obtained by XGBoost, stands out. However, the MLP model had the lowest Type I

error, at 4%. The How Computers Work course’s class distribution was shown to

be optimal with XGBoost. Figure 5.20’s ROC curves corroborate this, showing that

XGBoost is one of the smoothest curves with an AUC of 0.68.
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Figure 5.20: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera, How Computers Work Dataset?
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5.6 Experiment 2F: Introduction to Programming 1

Details about the ML investigations performed using Introduction to Programming 1

course dataset from the Coursera are provided in this section. Performance of MLP,

DT, RF, XGBoost, CATBoost, k-NN and SVC ML models has been compared important

insights are reported.

5.6.1 Dataset

Samples from the Coursera dataset that were relevant to the course "Introduction

to Programming 1" made up the dataset, used for this enquiry. The target variables

and the quantity of input features were the same as for the Coursera dataset. The

correlation map between the input features and the target variable is displayed in

Figure 5.21. The hits_count and Course Grade were the two features with the highest

correlation and the partic_count and video_duration had the lowest correlation, as

seen on the map. The distribution of the dataset’s target variables (see Figure 5.22)

showed a balance between the "Pass" and "Fail" classes.
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Figure 5.21: Feature Correlation Map for Coursera Introduction to Programming 1
Dataset.
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Figure 5.22: Class Distribution for Coursera Introduction to Programming 1 Dataset.

5.6.2 Experimental Settings

Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting and evaluation measures. The only variation was in

the Grid Search-reported hyperparameter values (Table 5.11).

Table 5.11: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 2F.

Model Hyperparameters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: gini, min_samples_leaf: 100, min_samples_split: 2, splitter: best
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 50, n_estimators: 10
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 50, n_estimators: 2
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 1, learning_rate: 0.001
SVC degree: 1, gamma: scale
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5.6.3 Results

Table 5.12 and Figures 5.23 and 5.24 provide numerical and graphical representa-

tions of the results, respectively. Using data from an Introduction to Programming 1

course on Coursera. Table 5.12 displays the quantitative results of extensive testing,

conducted on the several ML models that were deployed for the purpose of pre-

dicting students’ grades in that course. It is clear from the data that the XGBoost

model performed best, with a classification accuracy of 0.80. It was found that CAT-

Boost was the least accurate model, scoring a mere 0.71. The overall performance

of the models showed that the dataset was more difficult than expected and that the

trained models failed to adequately capture the most important features.

Table 5.12: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Introduction to Programming 1 Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.78 0.72 0.88 0.78 0.79 0.76
DT 0.79 0.74 0.76 0.79 0.81 0.76
k-NN 0.77 0.73 0.86 0.77 0.82 0.72
RF 0.76 0.72 0.76 0.77 0.80 0.66
XGBoost 0.80 0.76 0.89 0.81 0.81 0.81
CATBoost 0.71 0.64 0.83 0.70 0.75 0.66
SVC 0.77 0.73 0.85 0.77 0.80 0.74
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Figure 5.24: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Introduction to Programming 1
Dataset.

The confusion matrices displayed in Figure 5.23 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. Type II error was reduced to

19% with XGBoost. However, the Type I error was minimised to 18% with the k-NN

model. XGBoost was deemed the best classifier for the whole Introduction to Pro-

gramming 1 course. Figure 5.24’s ROC curves corroborate this; XGBoost’s is one of

the smoothest curves, with an AUC of 0.87.

5.7 Experiment 2G: Introduction to Programming 2

This section describes the ML research conducted using the Introduction to Program-

ming 2 course dataset from Coursera. Insightful comparisons of the performance of

MLP, DT, RF, XGBoost, CATBoost, k-NN, and SVC ML models are provided.
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5.7.1 Dataset

Coursera data samples from the "Introduction to Programming 2" course comprised

the dataset used for this enquiry. The number of input features and output vari-

ables were identical to those of the Coursera dataset. The correlation map between

the input features and the target variable is depicted in Figure 5.25. The map re-

veals that hits_count and Course Grade are the two most correlated parameters, but

assessment_type_id_7 and video_duration are the least correlated. Regarding the tar-

get variable distribution of the dataset (see Figure 5.26), an imbalance between the

"Pass" and "Fail" classes was identified.

5.7.2 Experimental Settings

In terms of programming language, package, data pre-processing, dataset partition-

ing and evaluation measures, the same experimental protocols as described in Sec-

tion 4.1.2 were adhered to during the investigations. In Table 5.13, the only differ-

ence was the values of the hyperparameters, generated by the Grid Search.
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Figure 5.25: Feature Correlation Map for Coursera Introduction to Programming 2
Dataset.
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Figure 5.26: Class Distribution for Coursera Introduction to Programming 2 Dataset.
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Table 5.13: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 2G.

Model Hyperparameters

MLP activation: relu, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: gini, min_samples_leaf: 50, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 30, n_estimators: 100
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 10, n_estimators: 2
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.01
SVC degree: 1, gamma: scale

5.7.3 Results

Table 5.14 and Figures 5.27 and 5.28 provide numerical and graphical representa-

tions of the results, respectively. Using data from a Introduction to Programming 2

course on Coursera, Table 5.14 displays the quantitative results of extensive testing

conducted on the several ML models that were deployed for the purpose of predict-

ing students’ grades in that course. Data from the table shows that the k-NN model

performed best in terms of classification accuracy. It was found that CATBoost was

the least accurate model, scoring a mere 0.70. The overall performance of the mod-

els showed that the dataset was more difficult than expected and that the trained

models failed to adequately capture the most important aspects. These difficulties

may be related to dataset quality and dataset complexity, which need to be explored

based on the explainability of the models.

Table 5.14: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dent Performance using Coursera Introduction to Programming 2 Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.73 0.62 0.75 0.68 0.81 0.55
DT 0.67 0.56 0.60 0.65 0.96 0.44
k-NN 0.80 0.67 0.77 0.71 0.96 0.46
RF 0.73 0.65 0.74 0.71 0.73 0.65
XGBoost 0.74 0.67 0.75 0.74 0.75 0.72
CATBoost 0.70 0.56 0.63 0.65 0.77 0.53
SVC 0.75 0.64 0.74 0.69 0.86 0.52
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The confusion matrices displayed in Figure 5.27 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. The results show that XGBoost

has the lowest Type II error (at 28%). But the k-NN model had the lowest Type I er-

ror, at 4%. As far as class distribution goes, XGBoost was said to be the best classifier

for the Introduction to Programming 2 course as a whole. This is supported by the

ROC curves shown in Figure 5.28, where XGBoost has an AUC that places it among

the smoothest curves.
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Figure 5.28: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students Performance using Coursera Introduction to Programming 2
Dataset.

5.8 Experiment 2H: Web Development

This section contains information on the ML research, conducted using the Coursera

Web Development course dataset. Important insights are presented after comparing

the performance of MLP, DT, RF, XGBoost, CATBoost, k-NN and SVC ML models.
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5.8.1 Dataset

The dataset utilised for this analysis consists of samples from the Coursera dataset

connected to the "Web Development" course. The number of input features and out-

put variables were identical to those of the Coursera dataset. The correlation map

between the input features and the target variable is depicted in Figure 5.29. The

map reveals that hits_count and Course Grade are the two most correlated parame-

ters, but assessment_type_id_6 and video_duration are the least correlated. Regard-

ing the target variable distribution of the dataset (see Figure 5.30), an imbalance

between the "Pass" and "Fail" classes was identified.

5.8.2 Experimental Settings

In terms of programming language, package, data pre-processing, dataset partition-

ing and evaluation measures, the identical experimental protocols as described in

Section 4.1.2 were adhered to during the research. In Table 5.15, the only differ-

ence was the values of the hyperparameters, generated by the Grid search.
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Figure 5.29: Feature Correlation Map for Coursera Web Development Dataset.
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Figure 5.30: Class Distribution for Coursera Web Development Dataset.

Table 5.15: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 2H.

Model Hyperparamters

MLP activation: relu, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: gini, min_samples_leaf: 50, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: entropy, min_samples_leaf: 100, min_samples_split: 2, n_estimators: 10
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 50, n_estimators: 10
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: auto

5.8.3 Results

Table 5.16 and Figures 5.31 and 5.32 present the results numerically and graphi-

cally, respectively. Table 5.16 provides quantitative test results for the implemented

ML models in the context of the performance prediction of students using the Dis-

crete Mathematics course dataset from Coursera. Based on the table, the XGBoost

model performed the best, with a classification accuracy of 0.81. With an accuracy

of 0.74, CATBoost was deemed the poorest model. Overall, the performance of the

models revealed the difficult nature of the dataset and the incapacity of the models

to capture significant features during training.
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Table 5.16: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Web Development Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.81 0.73 0.78 0.76 0.88 0.65
DT 0.79 0.69 0.77 0.73 0.83 0.68
k-NN 0.81 0.71 0.78 0.74 0.91 0.56
RF 0.76 0.64 0.77 0.72 0.81 0.62
XGBoost 0.81 0.75 0.84 0.78 0.85 0.72
CATBoost 0.74 0.61 0.64 0.67 0.85 0.48
SVC 0.78 0.67 0.84 0.71 0.87 0.56

Figure 5.31 depicts confusion matrices used to evaluate the performance of models

in terms of Type I and Type II errors. It can be seen that XGBoost achieved the lowest

Type II error of 28%. In contrast, the k-NN model had the lowest Type I error of

9%. Overall, XGBoost was identified as the best classifier for the Web Development

course in terms of class distribution. This is also supported by the ROC curves shown

in Figure 5.32, where XGBoost’s AUC of 0.81 places it among the best curves.
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Figure 5.32: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Web Development Dataset.
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5.9 Discussion on Results

The performance of ML models for individual courses within the Coursera dataset

was evaluated and reported to be variable across multiple courses. We observed that

the performance for the Computational Mathematics course was the best among all

courses, while the performance for the How Computers Work course was the worst.

Additionally, confusion matrix plots for all the courses indicated that most of the

models struggled to predict one of the classes accurately. Although the overall aver-

age performance of the models was reported as good, they exhibited a characteristic

of performing well for one class while performing poorly for the other, making them

impractical for the problem at hand. One potential contributing factor to this behav-

ior is the highly imbalanced nature of the available samples for training, which can

hinder the models’ ability to effectively learn from the minority class.

In addition to the class imbalance issue, several other factors could contribute to

the degraded performance of machine learning models in this context. The com-

plexity of the dataset, including intricate patterns, noise, and outliers, can pose

challenges for models to generalize effectively. Poor dataset quality, with missing

values or incorrect labels, can further hinder the model’s learning process. Inade-

quate or biased features might fail to capture the necessary information for accurate

predictions. Limited dataset samples can result in overfitting and insufficient gener-

alization. Moreover, data distribution shifts, where there are significant differences

between the training and deployment data, can also negatively impact model perfor-

mance. Proper model complexity, hyperparameter tuning, and feature engineering

are crucial considerations as well.

The comparison of performance across courses was conducted to gain insights into

the behavior of ML models on different academic disciplines and specific course con-

tent. Understanding the differences in model performance across courses helps iden-

tify which courses might require more personalized interventions and educational

strategies. For example, the observed superior performance for the Computational

Mathematics course suggests that the content and structure of this course might

be particularly well-suited for accurate performance prediction using ML models.

On the other hand, the poor performance in the How Computers Work course may

highlight potential challenges and limitations in current teaching methodologies or

course design.
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Regarding class imbalance, it indeed plays a critical role in the effectiveness of ML

models. Class imbalance refers to the unequal distribution of samples among dif-

ferent classes in the dataset. In our study, the presence of a significant disparity in

the number of students falling into "Pass" and "Fail" categories for individual courses

resulted in class imbalance. The severity of class imbalance can impact model perfor-

mance; when one class is substantially smaller than the other, models may become

biased towards the majority class and struggle to predict the minority class accu-

rately.

It can be clearly observed that, single model (i.e., XGBoost) stood out in all cases

with the most distributed class performance among all and hence nominated to be

the best performing model (see Table 5.17 for comparison). The best Type II error

and AUC of 8% and 0.92 were observed for the Computational Mathematics course,

respectively.

In summary, the results indicated that while certain ML models showed promising

performance for individual courses, the class imbalance issue posed challenges for

accurate prediction across all classes. The comparison of model performance across

courses shed light on potential course-specific factors influencing students’ perfor-

mance and identified courses where ML models performed exceptionally well or

poorly. Moreover, the discussion on class imbalance and other factors contributing

to model performance helps in understanding the limitations and potential areas for

improvement in our study.

Table 5.17: Performance Comparison of Best Performing Machine Learning (ML) Mod-
els for Each Course under Experiment 2.

Course Name Best Model Accuracy Type II Error AUC

Algorithms and Data Structures XGBoost 0.80 40% 0.78
Computational Mathematics XGBoost 0.87 8% 0.92
Discrete Mathematics XGBoost 0.76 19% 0.82
Fundamentals of Computer Science XGBoost 0.79 18% 0.82
How Computers Work XGBoost 0.70 32% 0.68
Introduction to Programming 1 XGBoost 0.80 19% 0.87
Introduction to Programming 2 XGBoost 0.74 28% 0.78
Web Development XGBoost 0.81 28% 0.81

While the literature review in Section 2.5 discussed aspects of class imbalance well,

we acknowledge that we could have provided more specific details on the degree

of imbalance in our dataset and its implications on model performance. A compre-

129



hensive analysis of class imbalance severity and its effect on ML models could have

offered deeper insights into the challenges faced during the prediction task.

In conclusion,

5.10 Summary

This chapter provides the details about experiment 2, where ML models were used,

under this research and the performance of the students’ was classified under the

Coursera datasets. The main aim of this experiment is to investigate the impact

of each course on the ML performance in comparison to the combined all courses,

comprising of the eight courses performance of ML models was compared course

wise and also collectively at the end of experiment 2. From the analysis, it has

been reported that ML models performed of computational Mathematics course and

XGBOOST model emerged as the best among all the courses to provide most efficient

class-wise performance for students’ performance classification.

Further, using the data from an Introduction to Programming 1, Introduction to

Programming 2 and Discrete Mathematics, the XGBOOST classifier model performed

the best in all models. However, the class imbalance problem has been highlighted

as the one of the prominent causes of the degraded performance of the ML models.
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Chapter 6

Class Imbalance Problem

This chapter addresses the class imbalance problem in the Coursera dataset by us-

ing multiple sampling and generative models for improved ML classification perfor-

mance. First, the impact of different SMOTE approaches has been investigated to-

wards addressing the class imbalance problem. Later, the generative models are used

to create synthetic data and the impact of synthetic data on the classification per-

formance has been studied. For the comparative analysis, ML classification models

including MLP, DT, RF, XGBoost, CATBoost, k-NN and SVC have been implemented.

6.1 Experiment 3A – Class Balancing using SMOTE

Techniques

In this experiment, multiple SMOTE based class balancing techniques have been

compared for ML student performance classification. For each SMOTE approach,

the information about the balanced dataset, GridSearch hyperparameters and clas-

sification results are presented. At the end of this experiment, a comparison of top

performing models for each SMOTE technique are compared to select the best model

and to report the important insights.
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6.1.1 Boderline SMOTE

Dataset and Hyperparameters

The Coursera dataset was balanced using the Borderline SMOTE technique for this

investigation with having same number input features and same target variable as in

the original dataset. The correlation map between input features and target variable

is presented in Figure 6.1. It can be observed that hits_count and Course Grade are

the two most correlated features while assessment_type_id_7 and video_duration are

the least correlated features, similar trend as observed in the original dataset.
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Figure 6.1: Feature Correlation Map for Coursera Dataset Balanced using Borderline
SMOTE.

Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting and evaluation measures. The only variation was in

the GridSearch-reported hyperparameter values (Table 6.1).
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Table 6.1: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 3A for Borderline SMOTE.

Model Hyper parameters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: entropy, min_samples_leaf: 100, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 10, n_estimators: 100
XGBoost booster: gbtree, learning_rate: 0.1, max_depth: 3, n_estimators: 10
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 1, learning_rate: 0.001
SVC degree: 1, gamma: scale

Classification Results

Table 6.2, Figures 6.2 and 6.3 provide numerical and graphical representations of

the results, respectively. Table 6.2 displays the quantitative results of detailed exper-

iments, conducted using the several ML models for the Bordeline SMOTE balanced

dataset. It can be observed that CATBoost model was able to achieve the best accu-

racy of 0.80 while SVC was the least accurate with accuracy value of 0.74. Data bal-

ancing using the Borderline SMOTE did not result into much improved performance,

which can be attributed to inability of Borderline SMOTE in efficiently sampling the

existing data.

Table 6.2: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents, Performance using Coursera Dataset Balanced and Borderline SMOTE.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.78 0.78 0.78 0.78 0.80 0.76
DT 0.79 0.78 0.80 0.79 0.70 0.81
k-NN 0.76 0.75 0.77 0.76 0.68 0.83
RF 0.78 0.78 0.79 0.78 0.73 0.84
XGBoost 0.79 0.79 0.80 0.79 0.73 0.85
CATBoost 0.80 0.79 0.80 0.80 0.74 0.85
SVC 0.74 0.74 0.75 0.74 0.67 0.81
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Figure 6.3: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students, Performance using Coursera Dataset Balanced using Border-
line SMOTE.

The confusion matrices displayed in Figure 6.3 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. XGBoost and CATBoost models

were able to achieve best Type II error (i.e., 15%), while MLP was able to achieve

the best Type I error (i.e., 20%). Overall, the CATBoost model was able to achieve

the most distributed performance among classes. Figure 6.3 shows the ROC curve

for all the implemented models and demonstrate the superiority of CATBoost and

XGBoost models with AUC of 0.85.

6.1.2 SMOTE

Dataset and Hyperparameters

The Coursera dataset was balanced, using the SMOTE technique for this investi-

gation with same number input features and same target variable as in the original

dataset. The correlation map between input features and target variable is presented

in Figure 6.4. It can be observed that hits_count and Course Grade are the two most

correlated features while assessment_type_id_6 and partic_count are the least corre-

lated features, similar trend as observed in the original dataset.
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Figure 6.4: Feature Correlation Map for Coursera Dataset Balanced using SMOTE.

Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting, and evaluation measures. The only variation was

in the GridSearch-reported hyper parameter values (Table 6.3).

Table 6.3: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 3A for SMOTE.

Model Hyperparameters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: entropy, min_samples_leaf: 100, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 50, weights: uniform
RF criterion: gini, min_samples_leaf: 50, min_samples_split: 50, n_estimators: 30
XGBoost booster: gblinear, learning_rate: 0.01, max_depth: 10, n_estimators: 100
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: scale
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Classification Results

Table 6.4 and Figures 6.5 and 6.6 provide numerical and graphical representations

of the results respectively. Table 6.4 displays the quantitative results of detailed ex-

periments conducted using the several ML models for the SMOTE balanced dataset.

It can be observed that the CATBoost model was able to achieve the best accuracy of

0.80 while SVC was the least accurate with an accuracy value of 0.74. Data balanc-

ing using the SMOTE did not result into much improved performance, which can be

attributed to inability of SMOTE in efficiently sampling the existing data.

Table 6.4: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents, Performance using Coursera Dataset Balanced using SMOTE.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.79 0.79 0.79 0.79 0.81 0.77
DT 0.76 0.76 0.77 0.76 0.68 0.82
k-NN 0.77 0.77 0.78 0.77 0.69 0.85
RF 0.79 0.78 0.79 0.79 0.73 0.86
XGBoost 0.80 0.80 0.80 0.80 0.85 0.75
CATBoost 0.80 0.80 0.80 0.80 0.75 0.85
SVC 0.74 0.74 0.75 0.74 0.89 0.80
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Figure 6.6: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Dataset Balanced using SMOTE.
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The confusion matrices displayed in Figure 6.6 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. RF model was able to achieve

best Type II error (i.e., 14%), while XGBoost was able to achieve the best Type I

error (i.e., 15%). Overall, the CATBoost model was able to achieve the most dis-

tributed performance among classes. Figure 6.3 shows the ROC curve for all the

implemented models and demonstrate the superiority of CATBoost model with AUC

of 0.86.

6.1.3 SMOTE NN

Dataset and Hyperparameters

The Coursera dataset was balanced using the SMOTE NN technique for this investi-

gation with same number input features and same target variable as in the original

dataset. The correlation map between input features and target variable is presented

in Figure 6.7. It can be observed that hits_count and Course Grade are the two most

correlated features while assessment_type_id_6 and video_duration are the least cor-

related features, similar trend as observed in the original dataset.
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Figure 6.7: Feature Correlation Map for Coursera Dataset Balanced using SMOTE NN.
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Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting, and evaluation measures. The only variation was

in the GridSearch reported hyperparameter values (Table 6.5).

Table 6.5: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 3A for SMOTE NN.

Model Hyperparameters

MLP activation: relu, learning_rate_init: 0.001, solver: adam, iter=500
DT criterion: entropy, min_samples_leaf: 100, min_samples_split: 2, splitter: best
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: distance
RF criterion: gini, min_samples_leaf: 10, min_samples_split: 50, n_estimators: 30
XGBoost booster: gbtree, learning_rate: 0.01, max_depth: 3, n_estimators: 100
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 1, learning_rate: 0.001
SVC degree: 1, gamma: scale

Classification Results

Table 6.6 and Figures 6.8 and 6.9 provide numerical and graphical representations

of the results, respectively. Table 6.6 displays the quantitative results of detailed

experiments conducted using the several ML models for the SMOTE NN balanced

dataset. It can be observed that the CATBoost model was able to achieve the best

accuracy of 0.89 while SVC was the least accurate with an accuracy value of 0.86.

Data balancing using the SMOTE NN was reported to enhance the classification

performance, which may be attributed to ability of the NN in efficiently sampling

the existing data samples.

Table 6.6: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Dataset Balanced using SMOTE NN.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.88 0.87 0.88 0.88 0.83 0.91
DT 0.88 0.88 0.88 0.88 0.86 0.89
k-NN 0.88 0.88 0.88 0.88 0.88 0.87
RF 0.89 0.89 0.89 0.89 0.85 0.92
XGBoost 0.88 0.88 0.88 0.88 0.89 0.87
CATBoost 0.89 0.89 0.89 0.89 0.91 0.87
SVC 0.86 0.86 0.87 0.86 0.85 0.87
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Figure 6.9: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Dataset Balanced using SMOTE
NN.

The confusion matrices displayed in Figure 6.6 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. RF model was able to achieve

best Type II error (i.e., 9%), while CATBoost was able to achieve the best Type I error

(i.e., 9%). Overall, the CATBoost model was able to achieve the most distributed per-

formance among classes. Figure 6.3 shows the ROC curve for all the implemented

models and demonstrate the superiority of the CATBoost model with AUC of 0.95.

6.1.4 SMOTE Tomek

Dataset and Hyperparameters

The Coursera dataset was balanced, using the SMOTE Tomek technique for this

investigation with same number input features and same target variable as in the

original dataset. The correlation map between input features and target variable is

presented in Figure 6.10. It can be observed that hits_count and Course Grade are

the two most correlated features while assessment_type_id_6 and partic_count are

the least correlated features, similar trend as observed in the original dataset.
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Figure 6.10: Feature Correlation Map for Coursera Dataset Balanced using SMOTE
Tomek.

Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting and evaluation measures. The only variation was in

the GridSearch reported hyperparameters values (Table 6.7).

Table 6.7: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 3A for SMOTE Tomek.

Model Hyper parameters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: gini, min_samples_leaf: 100, min_samples_split: 2, splitter: best
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: entropy, min_samples_leaf: 100, min_samples_split: 100, n_estimators: 10
XGBoost booster: gbtree, learning_rate: 0.1, max_depth: 3, n_estimators: 10
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: auto
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Classification Results

Table 6.8 and Figures 6.11 and 6.12 provide numerical and graphical representations

of the results, respectively. Table 6.8 displays the quantitative results of detailed ex-

periments, conducted using the several ML models for the SMOTE Tomek balanced

dataset. It can be observed that CATBoost model was able to achieve the best accu-

racy of 0.82 while SVC was the least accurate with an accuracy value of 0.76. Data

balancing using the SMOTE Tomek slightly improved the performance in comparison

to the original dataset.

Table 6.8: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Dataset Balanced using SMOTE Tomek.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.80 0.80 0.80 0.80 0.82 0.79
DT 0.79 0.79 0.81 0.80 0.72 0.87
k-NN 0.79 0.79 0.80 0.79 0.73 0.85
RF 0.81 0.81 0.82 0.81 0.76 0.85
XGBoost 0.81 0.81 0.82 0.81 0.76 0.86
CATBoost 0.82 0.82 0.82 0.82 0.78 0.86
SVC 0.76 0.76 0.77 0.76 0.70 0.81
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Figure 6.12: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Dataset Balanced using SMOTE
Tomek.
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The confusion matrices displayed in Figure 6.11 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. DT model was able to achieved

the best Type II error (i.e., 13%), while MLP was able to achieved the best Type I

error (i.e., 18%). Overall, the CATBoost model was able to achieved the most dis-

tributed performance among classes. Figure 6.12 shows the ROC curve for all the

implemented models and demonstrate the superiority of CATBoost model with AUC

of 0.88.

6.1.5 SVM SMOTE

Dataset and Hyperparameters

The Coursera dataset was balanced using the SVM SMOTE technique for this inves-

tigation with same number input features and same target variable as in the original

dataset. The correlation map between input features and target variable is presented

in Figure 6.14. It can be observed that hits_count and Course Grade are the two most

correlated features while assessment_type_id_6 and video_duration are the least cor-

related features, similar trend as observed in the original dataset.

Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting, and evaluation measures. The only variation was

in the GridSearch reported hyperparameter values (Table 6.9).

Table 6.9: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 3A for SVM SMOTE.

Model Hyperparameters

MLP activation: logistic, learning_rate_init: 0.001, solver: sgd, iter=500
DT criterion: gini, min_samples_leaf: 100, min_samples_split: 2, splitter: best
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 2, n_estimators: 10
XGBoost booster: gbtree, learning_rate: 0.01, max_depth: 3, n_estimators: 2
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: scale
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Figure 6.14: Feature Correlation Map for Coursera Dataset Balanced using SVM
SMOTE.

Classification Results

Table 6.10 and Figures 6.13 and 6.15 provide numerical and graphical represen-

tations of the results, respectively. Table 6.10 displays the quantitative results of

detailed experiments conducted using the several ML models for the SVM SMOTE

balanced dataset. It can be observed that CATBoost model was able to achieve the

best accuracy of 0.79 while SVC was the least accurate with an accuracy value of

0.75. Data balancing using the SVM SMOTE did not improve the performance in

comparison to original dataset highlighting the inability of the SVM SMOTE in effi-

ciently sampling the existing data samples.

The confusion matrices displayed in Figure 6.13 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. DT model was able to achieve

best Type II error (i.e., 15%), while MLP was able to achieve the best Type I error

(i.e., 19%). Overall, the CATBoost model was able to achieve the most distributed

performance among classes. Figure 6.15 shows the ROC curve for all the imple-
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mented models and demonstrates the superiority of CATBoost model with AUC of

0.85.

Table 6.10: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Coursera Dataset Balanced using SVM SMOTE.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.79 0.79 0.79 0.79 0.81 0.76
DT 0.78 0.77 0.78 0.78 0.70 0.85
k-NN 0.77 0.77 0.78 0.77 0.72 0.83
RF 0.78 0.78 0.79 0.78 0.76 0.83
XGBoost 0.79 0.79 0.80 0.79 0.76 0.83
CATBoost 0.79 0.79 0.80 0.79 0.75 0.84
SVC 0.75 0.74 0.76 0.75 0.69 0.81
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Figure 6.15: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using Coursera Dataset Balanced using SVM
SMOTE.

6.1.6 Performance Comparison

The performance of ML models for the balanced Coursera dataset was evaluated and

compared to highlight the best. Performance for the Coursera dataset balanced using

the SMOTE NN was observed to be the best, while, the performance for the Coursera

dataset balanced using SMOTE and SVM SMOTE techniques was reported as worst.
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Overall, it can be observed that SMOTE NN and SMOTE Tomek techniques were

able to provide the better performances in comparison to original dataset, demon-

strating their superiority among other implemented for dataset balancing. It can

be clearly observed that, single model (i.e., CATBoost) stood out in majority cases

with most distributed class performance among all and hence nominated to be the

best performing model (see Table 6.11 for comparison). The best Type II error and

AUC of 8% and 0.92 were observed for the SMOTE NN balanced Coursera dataset,

respectively.

Table 6.11: Performance Comparison of Best Performing Machine Learning (ML) Mod-
els for Each Course under Experiment 2.

SMOTE Technique Best Model Accuracy Type II Error AUC

Borderline SMOTE CATBoost 0.80 15% 0.85
SMOTE CATBoost 0.80 15% 0.86
SMOTE NN CATBoost 0.89 13% 0.95
SMOTE Tomek CATBoost 0.82 14% 0.88
SVM SMOTE CATBoost 0.79 16% 0.85

6.2 Experiment 3B - Variational Auto-Encoder

In addition to the SMOTE techniques, a latest approach of using VAE generated syn-

thetic data was also investigated. In this experiment, VAE was used to generated the

simulated dataset for Coursera dataset and performance of multiple ML models such

as MLP, DT, RF, XGBoost, CATBoost, k-NN and SVC was compared to discuss if VAE

proved useful or not. In this experiment, the Variational Auto Encoder (VAE)model

was trained to generate the simulated samples from the Coursera dataset and per-

formance of ML models was evaluated on the VAEsimulated dataset.

Experimental Protocols for VAE

The original unbalanced Coursera dataset was used to train the VAE model and

generate the artificial samples which were used for this experiment. Experiments

were conducted using the same experimental techniques as those described in Sec-

tion 4.1.2, including the same programming language, package, data pre-processing.

However, the structure of VAE was developed using the TensoFlow and Keras pack-
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ages. For both the encoder and decoder sides, a single hidden layer of fully con-

nected 100 neurons was used with Rectified Linear Unit (ReLU) activation. A cus-

tom loss function and gradient optimization was implemented for the training of the

proposed VAE. Model was trained for 200 epochs with Adam optimizer (i.e, learnign

rate of 0.001). In the end, the classification performance was reported as the accu-

racy of model to classify the students’ performance.

Classification Results

This section presents the experimental results for the ML models in classifying the

students performance using the VAE simulated data. The quantitative results are

presented in Table 6.12 and indicates the improved performance in comparison to

SMOTE techniques. From the results, it can be observed that CATBoost was the best-

performing model with a classification accuracy of 94%, while the XGboost and MLP

models were the second best with a classification accuracy of 87%.

Table 6.12: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using VAE Simulated Coursera Dataset.

Model k-NN SVC RF DT CATBoost XGBoost MLP

Accuracy 0.83 0.81 0.86 0.86 0.94 0.87 0.87

6.3 Experiment 3C – Synthetic Data using GANs

This experiment investigates the scope of artificially generated data using gener-

ative models to improve the performance of ML models for predicting of students’

performance on VLE. Under this experiment, GANs are used to generate the artificial

data and the performance of multiple ML models, including MLP, DT, RF, XGBoost,

CATBoost, k-NN and SVC, compared for the Coursera dataset to understand the ef-

fectiveness of generated data.
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6.3.1 GAN Simulated Coursera

In this investigation, the GANmodel was trained to generate the simulated samples

from the Coursera dataset and the performance of ML models was evaluated on the

GANsimulated dataset.

Dataset and Hyperparameters

The original unbalanced Coursera dataset was used to train the GAN model and

generate the artificial samples used for this investigation and referred to as GAN

Simulated Coursera. The correlation map between input features and target variable

is presented in Figure 6.16. It can be observed that video_count and Course Grade
are the two most correlated features. In contrast, partic_count and video_duration
are the least correlated features, a similar trend as observed in the original dataset.

Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting and evaluation measures. The only variation was in

the GridSearch reported hyperparameter values (Table 6.13).
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Figure 6.16: Feature Correlation Map for GAN Simulated Coursera Dataset.
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Classification Results

Table 6.14 and Figures 6.17 and 6.18 provide numerical and graphical represen-

tations of the results, respectively. Table 6.14 displays the quantitative results of

detailed experiments conducted using the several ML models for the GAN simulated

Coursera dataset. It can be observed that the MLP model was able to achieve the

best accuracy of 0.87 while DT was the least accurate with an accuracy value of 0.82.

Simulated data was able to improve the overall accuracy of the ML models.

The confusion matrices displayed in Figure 6.17 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. SVC model was able to achieve

best Type II error (i.e., 34%), while CATBoost was able to achieve the best Type I er-

ror (i.e., 6%). Overall, the XGBoost model was able to achieve the most distributed

performance among classes. Figure 6.18 shows the ROC curve for all the imple-

mented models and demonstrates the superiority of XGBoost model with AUC of

0.89.

Table 6.13: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 3B for GAN Simulated Coursera.

Model Hyperparamters

MLP activation: logistic, learning_rate_init: 0.01, solver: sgd, iter=500
DT criterion: entropy, min_samples_leaf: 50, min_samples_split: 2, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 100, n_estimators: 30
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 3, n_estimators: 100
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: auto

Table 6.14: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using GAN Simulated Coursera Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.87 0.80 0.84 0.79 0.93 0.65
DT 0.82 0.74 0.77 0.74 0.89 0.59
k-NN 0.85 0.77 0.83 0.77 0.92 0.62
RF 0.84 0.76 0.83 0.76 0.92 0.60
XGBoost 0.86 0.78 0.83 0.79 0.93 0.65
CATBoost 0.86 0.77 0.84 0.76 0.94 0.59
SVC 0.86 0.78 0.84 0.79 0.93 0.66
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Figure 6.18: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using GAN Simulated Coursera Dataset.

6.3.2 Coursera Original with GAN Simulated

In this investigation, the impact of the generated data using GAN was investigated

on the original data. For this purpose, experiments were performed using original

plus the GAN simulated data and the performance of ML models was investigated.

Dataset and Hyperparameters

Details about the GAN simulated and Original Coursera data have already been dis-

cussed in previous section. Experiments were conducted using the same experimen-

tal techniques as those described in Section 4.1.2, including the same programming

language, package, data pre-processing, dataset splitting and evaluation measures.

The only variation was in the GridSearch-reported hyperparameter values (Table

6.15).
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Table 6.15: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 3B for Original+GAN Simulated Coursera Dataset.

Model Hyperparameters

MLP activation: identity, learning_rate_init: 0.1, solver: adam, iter=500
DT criterion: gini, min_samples_leaf: 100, min_samples_split: 2, splitter: best
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 100, weights: uniform
RF criterion: gini, min_samples_leaf: 100, min_samples_split: 50, n_estimators: 10
XGBoost booster: gblinear, learning_rate: 0.1, max_depth: 50, n_estimators: 10
CATBoost depth: 4, iterations: 150, l2_leaf_reg: 0.5, learning_rate: 0.001
SVC degree: 1, gamma: auto

Classification Results

Table 6.16 and Figures 6.19 and 6.20 provide numerical and graphical representa-

tions of the results, respectively. Table 6.16 displays quantitative results of detailed

experiments conducted using the several ML models for the original plus the GAN

simulated dataset. It can be observed that the XGBoost model was able to achieve

the best accuracy of 0.83 while SVC and k-NN were the least accurate with an accu-

racy value of 0.80. Adding the simulated data in the original data in an unbalanced

form did not help much in improving the performance. This suggested that class bal-

ancing is of more importance in comparison to increased data size for this specific

case.

Table 6.16: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using Original + GAN Simulated Coursera Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.80 0.72 0.79 0.71 0.93 0.51
DT 0.82 0.75 0.78 0.74 0.90 0.58
k-NN 0.80 0.71 0.77 0.71 0.91 0.51
RF 0.82 0.74 0.79 0.74 0.91 0.55
XGBoost 0.83 0.77 0.82 0.76 0.92 0.60
CATBoost 0.81 0.74 0.78 0.73 0.92 0.55
SVC 0.80 0.71 0.77 0.71 0.92 0.50
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The confusion matrices displayed in Figure 6.19 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. XGBoost model was able to

achieve best Type II error (i.e., 39%), while MLP was able to achieve the best Type

I error (i.e., 7%). Overall, the XGBoost model was able to achieve the most dis-

tributed performance among classes. Figure 6.20 shows the ROC curve for all the

implemented models and demonstrates the superiority of XGBoost model with AUC

of 0.87.
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Figure 6.20: ROC Curves of the Implemented Machine Learning (ML) Models for
the Classification of Students’ Performance using Original + GAN Simulated Coursera
Dataset.

6.3.3 Coursera with SMOTE-GAN

In this investigation, GAN model was trained using the SMOTENN balanced Cours-

era dataset and the performance of ML models was evaluated.

Dataset and Hyperparameters

The Coursera dataset was first balanced using the SMOTENN approach (i.e., iden-

tified best from Experiment 3A) and then GAN model was trained to generate the

simulated data samples. The correlation map between input features and target vari-
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able is presented in Figure 6.14. It can be observed that hits_count and Course Grade
are the two most correlated features while partic_count and video_duration are the

least correlated features, similar trend as observed in the original dataset.

Experiments were conducted using the same experimental techniques as those de-

scribed in Section 4.1.2, including the same programming language, package, data

pre-processing, dataset splitting and evaluation measures. The only variation was in

the GridSearch-reported hyperparameter values (Table 6.18).
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Figure 6.21: Feature Correlation Map for SMOTENN-GAN Coursera Dataset.

Table 6.17: Hyperparameters for Machine Learning (ML) Models Implemented under
Experiment 3B for SMOTENN-GAN Coursera Dataset.

Model Hyperparameters

MLP activation: relu, learning_rate_init: 0.1, solver: adam, iter=500
DT criterion: gini, min_samples_leaf: 1, min_samples_split: 50, splitter: random
k-NN algorithm: auto, leaf_size: 10, n_neighbors: 5, weights: distance
RF criterion: entropy, min_samples_leaf: 1, min_samples_split: 2, n_estimators: 50
XGBoost booster: gbtree, learning_rate: 0.1, max_depth: 10, n_estimators: 100
CATBoost depth: 5, iterations: 150, l2_leaf_reg: 1, learning_rate: 0.001
SVC degree: 1, gamma: auto
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Classification Results

Table 6.10 and Figures 6.22 and 6.23 provide numerical and graphical represen-

tations of the results, respectively. Table 6.10 displays the quantitative results of

detailed experiments conducted using the several ML models for the SMOTENN-

GAN Coursera dataset. It can be observed that the MLP model was able to achieve

the best accuracy of 0.92 while DT was the least accurate with an accuracy value

of 0.88. A significant improvement in results was improved for the case when the

original data was first balanced using the SMOTENN technique prior to generating

simulated data.

The confusion matrices displayed in Figure 6.22 were also used to evaluate the mod-

els’ performance in terms of Type I and Type II errors. XGBoost model was able to

achieve best Type II error (i.e., 3%), while CATBoost was able to achieve the best

Type I error (i.e., 10%). Overall, the MLP model was able to achieve the most dis-

tributed performance among classes. Figure 6.23 shows the ROC curve for all the

implemented models and demonstrates the superiority of CATBoost model with AUC

of 0.97.

Table 6.18: Quantitative Test Results for Machine Learning (ML) Classification of Stu-
dents’ Performance using SMOTENN-GAN Coursera Dataset.

Models Accuracy F1 Score Precision Recall Sensitivity Specificity

MLP 0.92 0.92 0.92 0.92 0.89 0.95
DT 0.88 0.88 0.89 0.88 0.83 0.92
k-NN 0.92 0.92 0.93 0.92 0.87 0.97
RF 0.92 0.91 0.93 0.91 0.86 0.96
XGBoost 0.91 0.91 0.92 0.91 0.85 0.97
CATBoost 0.91 0.90 0.91 0.91 0.90 0.91
SVC 0.90 0.90 0.91 0.90 0.88 0.93

6.3.4 Performance Comparison

Performance of ML models for different simulated dataset combinations was eval-

uated and compared to identify the best. It can be observed that SMOTENN-GAN

simulated dataset was able to achieve the best performance while the unbalanced

GAN simulated dataset did not improve the performance when mixed with the orig-

inal dataset. Overall, for SMOTENN-GAN case, MLP model was able to achieve the

best ML classification performance (see Table 6.19 for comparison). The best Type
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II error and AUC of 8% and 0.92 were observed for the SMOTENN-GAN simulated

dataset, respectively.
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Figure 6.23: ROC Curves of the Implemented Machine Learning (ML) Models for the
Classification of Students’ Performance using SMOTENN-GAN Coursera Dataset.

Table 6.19: Performance Comparison of Best Performing Machine Learning (ML) Mod-
els for Each Course under Experiment 2.

Simulated Dataset Setup Best Model Accuracy Type II Error AUC

GAN Simulated Dataset XGBoost 0.86 35% 0.89
Original + GAN Simulated Dataset XGBoost 0.83 39% 0.86
SMOTENN-GAN Simulated Dataset MLP 0.92 4% 0.97

6.4 Summary

This chapter provides the summary of the results, concluded from different experi-

ments, performed and done under the context of predicting students’ performance

on VLE by using ML models like MLP, DT, RF, k-NN, XGBOOST,CATBOOST and SVT.

Two techniques used to handle imbalance data in this chapter. First VAE applied

on the original data to generate samples from minority class. The results showed

improvement in ML performance for VAE model compared with original Coursera
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dataset. Furthermore, the improvemnt based from the increase in samples that pro-

vide to the models. The VAE focused on generating new samples from the data

distribution, which is represented in the latent space after encoding the original

data. The second technique used to state the novelty of deploying models in balanc-

ing data set field is GAN. The results showed almost better performance compared

to VAE. Handling imbalanced data set by GAN that generates samples from minor-

ity classes in the Coursera dataset. The results showed significant improvement in

performance using GAN.
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Chapter 7

Conclusion

This chapter presents the summary of results abducted from the experiments per-

formed under the scope of predicting student performance on VLE using ML models

within different datasets. The chapter is structured to provide the information about

how the formulated Research Questions (RQ) were addressed and what findings

were achieved. Furthermore, the chapter also outlines potential future research di-

rections in this context.

7.1 Conclusion

The research performed in this aimed to perform a detailed review of the literature

with regards to the student performance prediction on VLE. The goal was to identify

the significant factors in OULAD and Coursera datasets. Furthermore, the class im-

balance problem in data mining was also discussed in detail and experiments were

performed to address the issue. The knowledge gained from the research activities

was then used to implement applications and evaluate various solutions for imbal-

anced data sets.

To address the RQ1 (What are the most influential and significant features related
to prediction of students’ performance over VLE?),this research question answered by

applied ML algorithms on two datasets (i.e., OULAD and Coursera). There were

four experiments done under this question (i.e., Experiment 1A, 1B, 1C and 1D) as

follows:
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• Experiment 1A: The significant factors affect students’ performance in OULAD

is (where the student lived during the module presentation and number of

previous attempts which is the number of times the student has attempted a

specific module). These were the two most correlated features which impact

the performance of prediction student performance in OULAD. Overall, the ML

applied on OULAD, the CATBoost achieved the Type I error of 77%, a very

high values, On the other hand, MLP was able to achieve the least Type II

error of only 5%. Overall, based on the distribution of Type I and Type II

errors, the CATBoost model preformed best among all. The ROC curves for

the implemented models and confirms that all models performed in a similar

capacity, with CATBoost a bit better end with an AUC of 0.6. The research

done by Hussain et al. [156] also backed these findings by illustrating that the

CatBoost model acquired an accuracy and precision of 93%.

• Experiment 1B: The significant factors in combined Coursera dataset is the to-

tal number of mouse hits student did while using the VLE, and quiz count is

the number of quizzes student had during the module). The total number of

mouse clicks the student press during log in on VLE. This indicates the stu-

dent engagement and participation on the modue. In addition, it could show

that the low number of mouse clicks indicates low student engagement on

the module. These were the two most correlated features which impact the

performance of prediction models in Coursera. The total number of Student’

mouse hits correlated with the student’ performance. It could be a positive

relationship between the number of student’ mouse clicks and the duration

student spent on the Coursera module, which leads to significant impact on

student’ performance. Comparable to Experiment 1A, the performance of ML

models was approximate to each other with accuracy towards 80%. Overall, a

higher accuracy was spotted for the Coursera dataset classification compared

to OULAD.

• Experiment 1C: After applied feature engineering on combined Coursera dataset,

a new feature was added as performance divided into three target (Low, Medium,

and High). The XGBoost and CATBoost were the best performing models with

accuracy of 81%. While MLP and RF were observed as the second best with

accuracy of 80%.

Type II error is defined as the "instances from High class predicted as Low

class". While the Type I error is defined as the "instances from Low class pre-

dicted as H class". Overall, the RF model was able to get the minimum value
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of Type II error 2%, while the DT model got the best value of Type I error 1%.

Overall, it can be observed that Medium class was most often miss-classified

as the High class and same is the case where High class was miss-classified

as the Medium class. Overall, in terms of class distribution, DT model can be

nominated as the best given that it offers the least miss-classifications between

the distant classes. Similar results were also recorded in research conducted by

Bayani et al. [157] and Massaoudi et al. [158] that showed that the CatBoost

model has the highest performance accuracy of almost 91.02% and 98.36%,

respectively. DT model was also reported to have an accuracy of 88.52% when

compared with DT, CART, JR [64].

• Experiment 1D: Ensemble methods applied into two ways as stacking and vot-

ing, the ML used in this method (DT, k-NN, and XGBoost) were implemented

on the Coursera datasets. The ensemble of DT, k-NN and XGBoost by the

stacking method achieved the classification accuracy of 97%, while by the vot-

ing method achieved 85%. This indicates a significant improvement in com-

pared individual models implemented previously in Experiment 1B. From the

results, it can be reported that the combination of multiple models reported a

better performance, however, may have impacted the inference speed and use

of computational resource. Similar findings were presented by [81] that have

adopted combination of models for their study due to their better performance.

The relevance of VLEs encouraging learners to adopt remote learning has signifi-

cantly enhanced by the pandemic. Daily, a tremendous amount of information is

produced as learners use VLEs to carry out various tasks and retrieve educational re-

sources. The data collected should be handled and analyzed by the appropriate ML

program to be helpful. The main areas of application for ML techniques are EDM. To

reveal new correlations in raw information and create a predictive model for mak-

ing prognostications, including estimating academic achievement, lower academic

achievement, involvement, etc., ML methods are frequently utilized. It is crucial to

use the most effective and suitable ML technique to achieve the highest academic

achievement in a virtual learning environment. Teachers and supervisors could em-

ploy the ML approaches and the strategies highlighted in this dissertation to enhance

the training resources and give learners well-informed advice, enhancing and cus-

tomizing their academic opportunities.

In conclusion, the experiment 1 results showcased the potential of ML models in

predicting students’ performance within VLEs, utilizing both the OULAD and Cours-
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era datasets. While both datasets are valuable resources for data-driven solutions

in education, they differ in their composition and scope. The OULAD dataset offers

a comprehensive and diverse set of features, including demographic, performance,

and behavioral data, enabling in-depth analysis of student behavior and learning

outcomes. In contrast, the Coursera dataset provides specific information on course

progress, assessments, grades, discussions, and learner demographics from a nar-

rower range of courses. Leveraging the strengths of these datasets and addressing

critical factors such as class imbalance, dataset complexity, and data quality will en-

hance the accuracy and effectiveness of ML models in predicting student success.

Further exploration of course-specific factors influencing model performance will

pave the way for personalized interventions and improved educational strategies in

the future.

To address the RQ2 (To what extent students’ performance can be predicted using clas-
sification models on VLE?), a detailed experiment was performed using the range of

ML models (see Experiment 1 and Experiment 2). The purpose of Experiment 1

was to investigate the extent to which students’ performance can be predicted using

classification models in VLE. The prediction models were based on features related

to course design, teaching style, student/teacher access patterns, and student life

circumstances. In addition, the experiment explored the use of feature engineering

to improve the classification results on the Coursera dataset. Followings important

findings were reported from Experiment 1:

• The results of Experiment 1 indicated that the performance of the various ML

models was relatively similar, with slightly lower results overall. However,

the use of feature engineering led to improved performance on the Coursera

dataset, with a classification accuracy of 81%. This suggests that there may be

potential for improving the models, approach, and data used in predicting stu-

dents’ performance in a VLE. The literature review has also highlighted several

researches comparing the efficiency of models for predicting students’ perfor-

mance in the VLEs. For example, Hooshyar et al. [159] applied various models

on the procrastination behavior of students to assess their productivity. It was

found that among all the applied models, NN was the most effective model,

with 96% accuracy for categorical features. The results also indicated that

LSVM is the most efficient model, with a classification accuracy of 95%. Sim-

ilarly, in another research, Tomasevic et al. [69] evaluated the effectiveness

of different modeling approaches to analyze the impact of different features
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on students’ performance. The findings showed that SVM had a classification

accuracy of 96.4% when demographic, performance and engagement features

were applied. Moreover, the highest classification accuracy of 92.54% was

observed for the deep learning model when applied to features like students’

performance section information and activity participation [85]. In contrast,

research also has reported SVR as the most efficient algorithm for the predic-

tion while BP as the most effective algorithm for the classification [84].

However, most studies have reported that SVM has the highest classification

accuracy when features like student background performance demographic,

engagement, course activities and past performance are used to estimate the

students’ performance in the virtual learning environment. For example, it

is observed that SVM has a classification accuracy of 96% [81], 96.4% [69],

and 95% [86] in different studies. It is also evidence from earlier research that

DNN is also a very effective model for predicting students’ performance in VLEs

when features like performance and participation demographics, clickstream

behavior and assessment performance are applied. The results show that DNN

has a highest classification accuracy of 92.54% [85], 95.34% [70] and 93%

[87] in different investigations. On the other hand, experiment 1 has shown

that different models applied to assist students’ performance in the VLEs have

a classification accuracy of almost 65%. This implied a need for enhancement

in the applied models and data sets used to forecast students’ performance in

a virtual learning environment.

• One key finding from Experiment 1 was the impact of the class imbalance

problem on the performance of the ML models. The class imbalance problem

refers to a situation in which the number of instances belonging to one class

(the minority class) is significantly lower than the number of instances belong-

ing to the other class (the majority class). This can lead to ML models being

biased towards the majority class, resulting in poor performance when pre-

dicting the minority class. In Experiment 1, the class imbalance problem was

identified as the main reason for the degraded performance of the ML models.

This finding highlights the need for further research on methods to address the

class imbalance problem in the context of predicting students’ performance in a

VLE. These results are in accordance with earlier researches. Numerous stud-

ies [160]; [161] have found that the situation of class imbalance negatively

affects ML models. Prior research has recommended balancing the datasets

from the positive and negative classes to improve the predicted accuracy us-
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ing Catboost to reprocess the entire dataset [162]. To achieve equality across

samples from various classes, academics often use one of three techniques:

under-sampling the majority class, over-sampling the minority class or com-

bining the two [163]. As most ML systems bias toward the majority class,

imbalanced datasets face a significant problem. It is noticeable that the mi-

nority class faces substantial academic challenges and incurs exorbitant prices

due to misrepresentation. The imbalanced datasets in this subject have made it

extremely difficult to forecast learners’ progress, and the various interpolation

techniques must be compared [164]. Imbalanced data characterization is a

common observation recorded in the domain of DM and ML. The distribution

of variables in imbalanced data differs substantially between classes because

imbalance data classification is a form of supervised learning. There are two

types of classes observed in data distribution. The first type is a positive class

or the minority class, which has variables with less iteration. The second type

of class, the negative or majority class is one with variables with more obser-

vations. These classes of data distribution are present in binary or multi-class

settings and prone to imbalanced data classification [165]. ML models are

typically built on scenarios where the distribution of the information is rea-

sonably balanced. When presented with uneven data classification, most ML

models can develop varying levels of flaws or might subsequently prove inef-

fective [166]. Thus, there is relevant explanatory value and practical utility

in improving the evaluation and comprehension of ML models for classifying

imbalanced data.

• Overall, the results of Experiment 1 suggest that further investigation is needed

to fully understand the factors that influence prediction performance and to de-

velop more effective approaches to predicting students’ performance in a VLE.

While the ML models in Experiment 1 achieved relatively similar performance,

with the potential for improvement through the use of feature engineering, the

impact of the class imbalance problem indicates the need for more research on

methods to address this issue.

In Experiment 2, ML models were applied individually to each course within the

Coursera dataset in order to identify course-specific patterns and to further investi-

gate the class imbalance problem. The significance of features from each course was

determined using correlation maps, and the impact of each feature was interpreted

from the results. Following findings were reported from the Experiment 2:
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• The results of Experiment 2 showed that the XGBoost model achieved the best

classification performance, with a score of 87% for the Computational Mathe-

matics course and a Type II error rate of only 8%. This suggests that the data

quality for the Computational Mathematics course was much better in com-

parison to the other courses. The better performance of the XGBoost model

compared to the MLP model may be due to the presence of high correlated

relationships, for which conventional models tend to perform better than deep

learning models. The results are also backed by the published literature. A

literature review also showed that the classification accuracy of XGBoost is

97.98% when performance and activity features are employed [85]. Similarly,

research has indicated that the accuracy of MLP for custom-collected datasets

is 92.54% when performance and engagement feature engineering is applied

[85].

• From the experiments, class imbalance was identified as one of the main rea-

sons for the degraded performance of ML models on the existing datasets. .

This is also supported by previous research. As [167] have illustrated that

class imbalance has a negative impact on the ML models’ performance.

The literature review has revealed that different models have different extents of

predicting students’ performance in VLE. For example, multi-regression models have

an accuracy of almost 0.147 RMSE [79], the k-NN model has an accuracy of 88%

[80], SVM models showed an accuracy of 86% [81], and DT, CART, JRIP, GBT, and

NBC models are accurate upto 88.52% [64]. These extents to measure the per-

formance of students showed the accuracy of these models. These models have

employed various performance indicators to assess the students’ efficiency in VLE.

Some of these indicators are past performance, interaction with LMS, course activ-

ities, mouse clicks, mouse overs, students’ backgrounds, academic records, demo-

graphic, and class participation. This showed that students more engaged with the

learning management system are more productive than others. Similarly, students

who frequently visit the course materials provided in the VLEs perform better than

others. This suggested that the syllabus for that specific class particularly addressed

their educational needs. Similarly, students with sound educational records and past

achievements also tend to be more engaged during classroom in VLE.

The researcher found that when all models were applied in a similar capacity, CAT-

Boost outperformed the other models with an AUC of 0.6. The experiment showed

that when the performance of different ML models was approximated to each other,
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an accuracy of 80% was observed. A higher accuracy was spotted for the Coursera

dataset classification compared to OULAD. The experiment also indicated that the

CATBoost and XGBoost are the most efficient models, with an accuracy of 81%. It

was also found that MLP and RF are the second-best-performing models, with an

accuracy of 80%. Whereas in the case of class distribution DT model can be con-

sidered the best performing since it provides the least miss-classifications between

the remote classes. The research suggested a combination of different models of

better efficiency, but they can have certain limitations in their performance. The effi-

ciency of the different ML models was generally comparable, with marginally weaker

outcomes. However, feature engineering resulted in better performance, with a clas-

sification accuracy of 81%. This implies that there might be room for improvement

in the models, strategy, and information utilized to forecast students’ performance

in a VLE.

To address the RQ3 (To what extent balancing techniques can be used to improve the
class imbalance problem in existing VLE datasets?), a detailed investigation was pre-

formed (see Experiment 3A) using multiple SMOTE techniques for class balancing

to demonstrate the impact on the prediction performance of ML models. Followings

findings were reported from the experiments:

• The results of Experiment 3A showed that the SMOTE NN and SMOTE Tomek

balancing techniques performed best among the implemented methods. For

the SMOTE NN balanced Coursera dataset, the CATBoost model achieved a

classification accuracy of 89% and a Type II error rate of 8%. The SMOTE NN

method was able to effectively sample the original data, leading to improved

performance of the ML model. Similar findings are reported by Kumar et al.

[164]. They found that SMOTEEN, with k-NN, was determined to be an op-

timal model with an accuracy of 96.25%. Batista et al. [168] also reported

that for datasets with a modest quantity of positive cases, Smote + Tomek

and Smote + ENN both produced excellent outcomes. Cavalcanti et al. [162]

employed SMOTE to restructure samples with variable input concentrations.

They then utilized the balanced data to determine if the teachers’ evaluation

was of a strong lineup. The researchers attained close to 87% accuracy, which

is a 2% enhancement over the algorithm without SMOTE.

• The SVM SMOTE technique was reported to be the worst in sampling the orig-

inal data. This may be due to its inability to capture the significant patterns

from the data in comparison to the other methods. For the SVM SMOTE bal-
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anced dataset, the CATBoost model achieved a classification accuracy of 79%

and a Type II error rate of 16%. These results suggest that the use of different

class balancing techniques can impact the performance of ML models in pre-

dicting students’ performance in a VLE. The results are in accordance with the

findings of Hlosta et al. [169]. They proved that XG-Boost has great prediction

accuracy. These results also supported the findings of Nasir et al. [163] that

showed that with a proportion of 94.51, the CATBoost model was the highest

accurate classification model.

Finally, to address the RQ4 (To what extent available techniques can be used to im-
prove the class imbalance problem in existing VLE datasets?), Experiment 3B and 3C

were performed on Coursera dataset. Experiment 3B where VAE applied to generate

samples from original data, the CAT-Boost was the best-performing model with an

accuracy of 94%, while the XGboost and MLP models were the second best accuracy

of 87%. The least ML performing models was SVC with an accuracy of 81%.

Experiment 3C where generative model (i.e., GAN) was used to create the synthetic

data samples and their impact on the classification performance was studied. The

proposed approach of using the GAN with SMOTE NN indicated its ability and scope

in tackling the class-imbalance problem in comparison to solely using the sampling

techniques. Followings findings were reported from the experiments:

• The performance for SMOTE NN balanced dataset combined with the GAN

simulated dataset (SMOTENN-GAN) was reported to achieve the best perfor-

mance in comparison to the unbalanced dataset simulated with GAN. The MLP

model was able to achieve the classification accuracy of 92% with only 4%

Type II error. Chen et al. [170] also stated that there are several resampling

models that can be used to address the imbalanced dataset challenges. These

included RUS, oversampling with SMOTE, and hybrid sampling (SMOTEENN).

• GAN was combined with SMOTENN to combat the class imbalance problem at

the data level. The outcome of this novel approach was the introduction of an

informed over sampling technique that reduces the number of instances in the

minority class without removing useful information.

Class imbalance is a common problem in real-world datasets that can negatively

impact the performance of ML models. In this research, multiple SMOTE techniques
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were implemented to address the class imbalance problem in an experiment and

their impact on classification performance was investigated. The results showed that

the SMOTE-NN technique was effective in improving the classification performance.

Additionally, a generative model (GAN) was used to balance the data by generat-

ing samples of the minority class to reach balanced classes. The proposed tech-

niques’ results demonstrated better performance than the original datasets, with the

SMOTE-NN-GAN approach achieving around 90% classification accuracy. Overall,

this research highlights the effectiveness of using generative models to balance im-

balanced datasets and improves ML performance. The SMOTE-NN technique in par-

ticular was found to be a promising approach, as it reduces the number of instances

in the minority class without removing useful information. It is worth noting, how-

ever, that these results are specific to the dataset and methods used in this study and

may not necessarily generalize to other datasets and scenarios.

To conclude, imbalanced datasets are a prevalent issue in prediction models since

they can lead to under-represented minority samples being badly equipped by the

ML model, compromising the predicted prediction accuracy of the approach. In the

era of big data, using modeling techniques for virtual learning is becoming more

and more prevalent. The biases of the prediction accuracy, though, might make it

impossible for minority group learners to benefit from the identical quality classroom

management as a consequence of using the ML model.

7.2 Implications for Practice

ML models trained for the prediction of students’ performance has significant impli-

cations for practice in education field. The presented results and trained model in

this research can be efficiently used by the educators, administrators and policymak-

ers to improve the current learning experience in VLE. There are examples in liter-

ature where a ML integrated system and/or dashboard is introduced to efficiently

monitor and predict the perofrmance of students [98, 99, 100, 101, 102, 103, 104].

A few of the proposals have been discussed in this section about how the trained

models can be effectively used:

• Identification of Early at Risk Students: The ML predictive models developed in

this thesis can be effectively used to identify the course dropouts by integrating
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them in the university LMS system and monitoring real-time student data in-

cluding assessment scores, demographic information and course engagement.

Once identified, educators can implement targeted interventions to those stu-

dents and can improve on the dropout rates. These interventions may include

personalized guidance, additional resources, mentoring programs, or referral

to student support services. The timely identification and intervention of at-

risk students can significantly improve their academic performance, increase

retention rates, and contribute to their overall success.

• Improvement in Curriculum and Teaching: The analysis of the ML models’

performance on different datasets and courses can provide valuable insights

for curriculum and teaching improvement. Educational institutions can utilize

these insights to identify areas where students consistently struggle or excel,

enabling them to refine course materials, modify teaching strategies, or intro-

duce new teaching techniques.

• Allocation of Resources: The insights from the ML model predictions can as-

sist educational institutions in resource allocation and planning. By identifying

courses where students are more likely to face difficulties or fail, institutions

can allocate additional resources, such as specialized faculty, teaching assis-

tants, or interactive learning materials. This data-driven approach optimizes

resource utilization and ensures that adequate support is provided where it is

most needed. Furthermore, the predictive models can guide educational insti-

tutions in strategic planning and decision-making. By analyzing historical data

and predicting future student performance, institutions can anticipate changes

in enrollment patterns, identify emerging educational trends, and align their

resources and offerings accordingly. This proactive approach enables institu-

tions to stay responsive to evolving student needs and demands.

Let us consider a complete scenario about how one of the proposals mentioned above

can be executed to enhance the virtual learning experience of students at a Univer-

sity. The presented scenario is similar to the proposed integrated systems by Islam

and Mahmud [103], Susnjak et al. [104], Xin and Singh [102] and Cechinel et

al. [101]. The best performing ML model (e.g., XGBoost) will be integrated into

the university’s LMS or similar platform. The LMS system collects the data related

student including course engagement, assignment submission, assessment marks,

participation and demographic information. The ML model will in real-time anal-

yse the performance of student based on the collected data in terms of potential
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dropout. Whenever the model will identify that a student is at risk of dropout, it will

send alerts to respective educators and advisors. Educators can than will be able

to reach out to student for any counselling and personalized guidance to address

their challenges. Based on the predictions and insights generated by the model,

educators can adapt the learning experience for individual students. They can rec-

ommend relevant supplementary materials, suggest alternative learning pathways,

or provide additional practice opportunities to help students overcome their weak-

nesses and reinforce their strengths. Educators can utilize the model’s predictions to

suggest elective courses, specialized programs, or interdisciplinary learning opportu-

nities that align with students’ interests and career goals. This personalized learning

approach ensures that students receive tailored guidance and resources, enhancing

their motivation, engagement, and overall learning outcomes.

7.3 Research Limitations

While the research presented in this thesis provides valuable insights and practical

implications of ML based student performance prediction, it is essential to acknowl-

edge certain limitations that need to be considered.

• Lack of Explainability: One of the inherent challenges of ML models, particu-

larly complex algorithms like MLP and XGBoost, is their lack of explainability.

While these models can accurately predict student performance, understand-

ing the underlying reasons or factors driving those predictions can be chal-

lenging. This lack of interpretability hinders one’s ability to gain insights into

the specific features or variables influencing the predictions. Consequently, it

becomes difficult to provide comprehensive explanations to stakeholders and

make informed decisions based on the model’s outcomes. Exploring the model

towards understanding why model performed better or worse is still an active

area of research.

• Data Availability and Quality: The performance of ML models heavily depends

on the quality and availability of data. In this thesis, the performance predic-

tion models were trained on benchmark VLE datasets (i.e., OULAD, Coursera).

However, these datasets may not fully represent the diversity of educational

contexts and institutions. Moreover, the quality of data, including missing
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values, inconsistencies, or biases, can affect the model’s accuracy and gener-

alizability. Careful consideration and preprocessing of data are essential to

mitigate these limitations.

• Class Imbalance: The research acknowledges the presence of class imbalance

as a factor that affects the performance of ML models. The imbalance can lead

to biased predictions, where the model tends to favor the majority class. Al-

though experiments were conducted to address class imbalance using SMOTE

and generative models, further research and exploration of advanced tech-

niques for addressing class imbalance are needed to improve the model’s per-

formance.

• External Factors and Contextual Variations: The predictive models developed

in this research focus on analyzing student performance within virtual learning

environments. However, student performance can be influenced by various

external factors, such as personal circumstances, socioeconomic background,

or external events. These external factors may not be adequately captured or

considered in the dataset used for training the models. It is crucial to recognize

that the predictions derived from the models may not fully account for all

contextual variations and external influences.

• Ethical Considerations: The use of predictive models in education raises ethical

considerations related to privacy, bias, and fairness. The analysis and predic-

tion of student performance involve handling sensitive data, such as demo-

graphic information and academic records. Ensuring the ethical use, storage,

and protection of this data is paramount. Additionally, there is a need to con-

tinuously evaluate the models for biases and fairness, particularly to prevent

potential discrimination based on factors such as gender, race, or socioeco-

nomic status.

7.4 Future Work

The research problem pointed out in this study and the experiments conducted in

this study suggest that more directions can be identified for investigating further

solutions to investigate student performance prediction, and the class imbalance

problem. This section lists the most important potential directions for future work.
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• Investigating student performance prediction from a regression perspective:

Regression models aim to predict a continuous output (e.g., a student’s final

grade) based on a set of input features (e.g., course engagement, demographic

characteristics). Comparing the performance of ML models using regression

techniques with those using classification techniques could provide insights

into the best approach for predicting student performance in a VLE. Addition-

ally, exploring the role of generative models (e.g., generative adversarial net-

works) in improving the performance of regression models could provide new

approaches for this task.

• Using other datasets to investigate student performance: In addition to the

OULAD and Coursera datasets used in this study, there are many other datasets

available that could be used to investigate student performance in a VLE. For

example, a dataset focused on students at risk of failing a course could be

used to identify factors that contribute to this risk and to develop strategies for

mitigating it. This could involve applying different ML models to the data and

analyzing the results to identify patterns and trends.

• Investigating optimization algorithms to address the class imbalance problem:

Optimization algorithms, such as genetic algorithms and simulated annealing,

are a type of heuristic search algorithm that can be used to find solutions to

complex problems. These algorithms could be used to address the class imbal-

ance problem by identifying more effective approaches to balancing the data

and improving the performance of ML models.

• Exploring different feature engineering techniques: Feature engineering in-

volves identifying and selecting the most relevant features for a prediction

task, as well as developing new features based on the available data. Different

feature engineering techniques could be explored to see how they impact the

performance of ML models in predicting student performance in a VLE.

• Investigating the impact of students’ life circumstances: Student performance

in a VLE can be influenced by a wide range of personal, social, and economic

factors. Collecting and analyzing data on these factors could provide insights

into how they impact student performance, and inform the development of

more effective prediction models. This could involve examining the relation-

ships between different variables and analyzing the results to identify patterns

and trends.
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