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ABSTRACT
Smartphones are linkedwith individuals and are valuable and
yet easily available sources for characterizing users’ behavior
and activities. User’s location is among the characteristics
of each individual that can be utilized in the provision of
location-based services (LBs) in numerous scenarios such as
remote health-care and interactive museums. Mobile phone
tracking and positioning techniques approximate the posi-
tion of a mobile phone and thereby its user, by disclosing
the actual coordinate of a mobile phone. Considering the
advances in positioning techniques, indoor positioning is
still a challenging issue, because the coverage of satellite sig-
nals is limited in indoor environments. One of the promising
solutions for indoor positioning is fingerprinting in which
the signals of some known transmitters are measured in
several reference points (RPs). This measured data, which
is called dataset is stored and used to train a mathematical
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model that relates the received signal from the transmitters
(model input) and the location of that user (the output of
the model). Considering all the improvements in indoor po-
sitioning, there is still a gap between practical solutions and
the optimal solution that provides near theoretical accuracy
for positioning. This accuracy directly impacts the level of
usability and reliability in corresponding LBSs. In this paper,
we develop a smartphone app with the ability to be trained
and detect users’ location, accurately. We use Gaussian Pro-
cess Regression (GPR) as a probabilistic method to find the
parameters of a non-linear and non-convex indoor position-
ing model. We collect a dataset of received signals’ strength
(RSS) in several RPs by using a software which is prepared
and installed on an Android smartphone. We also find the ac-
curate 2σ confidence interval in the presented GPR method
and evaluate the performance of the proposed method by
measured data in a realistic scenario. The measurements
confirm that our proposed method outperforms some con-
ventional methods including KNN, SVR and PCA-SVR in
terms of accuracy.

KEYWORDS
Positioning, Fingerprint, Gaussian Process Regression, Learn-
ing, Crowd Source data.
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1 INTRODUCTION
In recent years, indoor location based services (ILBs) have
attracted much attention from government regulations, com-
mercial applications and industry [6, 18]. Positioning can
be performed by using different methods including global
positioning system (GPS) or global navigation satellite sys-
tem (GNSS). However, in indoor environments because of
limited coverage or non-line-of-sight (NLOS) error, satellite
based methods do not provide the acceptable accuracy [6].
Therefore, many positioning algorithms are introduced that
normally benefit from ranging information such as the re-
ceived signal strength (RSS), time of arrival (TOA) and angle
of arrival (AOA) techniques. TOA is a ranging technique
to extract the distance between a transmitter and receiver
by measuring the time of transferred signals [14]. AOA is
normally obtained by antenna arrays in which the time-
difference of received signals in antennas is used to extract
signal’s angle information [3].
However, in commercial mobile devices, the space is lim-

ited and typically the number of antennas is less than three.
Both TOA and AOA methods force huge computational and
hardware complexities while do not provide expected ac-
curacy in indoor environments because of practical issues,
including fading [8]. On the other hand, almost all portable
devices are equipped with energy detector hardware that
may be used to extract the ranging information from the
received signals. The accuracy of this technique is highly
affected by multi-path effect, however it is still the most pop-
ular method to measure the distance between transmitter
and receiver, especially in crowd source applications [7].
One of the promising solutions for indoor positioning

is using fingerprinting [7, 20]. This positioning method is
generally divided into two phases: 1- offline (or training)
phase and 2-online (or test) phase. In offline phase, first
the RSS values of base stations are measured and stored
in certain coordinates of environment that are known as
reference points (RPs)[1, 9]. The base station (BS) signal
could be WiFi [16], Bluetooth [17, 21], ZigBee [10, 22] and
even light [5]. The RSS values are known as "fingerprints" of
RPs and the data collection method is called "fingerprinting".
Among different signals, WiFi has become more popular, as
it is available in almost all indoor environments and in all
communication devices including smartphones which are
the main sources of crowd sourcing.

Dataset generation by gathering the measured data is very
important step in positioning algorithms. The dataset is nor-
mally collected by crowd source techniques. By training, we
aim to find the parameters of the mathematical model which
describes the relation between model input and output. In

fact, we normally choose a non-linear mathematical descrip-
tion to model the relation between the RSS as the input and
user’s location as the output of the positioning process. We
try to extract all parameters of this mathematical model, ac-
cording to the gathered dataset. When training is finished,
the system is ready to be used by users in that environment.
The procedure of online phase is as follows: when the

user of this system receives multiple RSS values from sur-
rounding BSs, for instance WiFi APs, it feeds the values to
the application. According to the mathematical model with
extracted parameters in offline phase, the location of user is
then estimated. Normally, maximum likelihood (ML) based
methods are used to estimate the user’s location based on
the available fingerprints. The logical process of fingerprint
based positioning is straight-forward, however, the optimal
dataset gathering and improving the accuracy are still open
issues that researchers try to address. The positioning accu-
racy is highly affected by model selection and its parameter
estimation.
Some of the most frequently used maximum likelihood

based methods are, k-nearest neighbor (KNN) [8], neural
networks (NN) [2], deep learning [22] and support vector
regression (SVR) [15] (which sometimes is called support
vector machine regression). All these mentioned methods
are generally called deterministic approaches in which the
distribution of output (the coordinates of user’s location) is
not estimated. Unlike the deterministic approaches, proba-
bilistic methods such as Horus, expectation-maximization,
Kullback-Leibler divergence, Gaussian process regression
(GPR), Bayesian network and conditional random filed, may
be used to estimate the probability distribution of the system
output. Therefore, by using probabilistic methods, it is pos-
sible to compute the confidence interval of truly localized
inputs [6].
Here in this paper, we study the fingerprint based posi-

tioning and the goal is to improve the accuracy of indoor
positioning by using the smartphones. Considering the noise
model, we employ a probabilistic method called Gaussian
process regression (GPR) to find the parameters of the non-
linearmathematical model between RSS values and the user’s
location. In the first step, we employ a preprocessing for
GPR that standardizes the input data. The model to estimate
unknown parameters of the model is non-linear and non-
convex. Therefore, we apply a gradient based algorithm to
estimate the parameters by using our gathered dataset. The
dataset is composed of RSS values and physical address of
available access points in several reference points of the test
environment. This dataset is collected using our developed
smartphone application that could be used in crowd sourcing.
We further compare the most common kernels to find the
best kernel that maximizes the positioning accuracy.
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The rest of this paper is organized as follows: in section 2
we present the related works and in section 3 we explain the
systemmodel and conventional GPR. In section 4, we present
our proposed method and in section 5, the performance eval-
uation results using real measurements are presented. Finally,
section 6 concludes the paper.

2 RELATEDWORKS
Some of the recently proposedmethods with higher accuracy,
are normally used for target tracking [19]. However, these
methods use additional hardwares such as magnetometer,
gyroscope and accelerometer beside the RSS that are used to
measure direction of magnetic field, angular velocity and 3D
linear acceleration, respectively. This sensors are generally
called Micro Electro Mechanical Systems (MEMS) [6]. Nowa-
days, many smartphones are equipped with these sensors
and could be used when higher accuracy is mandatory [23].
Most of the recently presented methods only use RSS as fin-
gerprint of RPs. These methods employ maximum likelihood
and statistical properties of received signals in the environ-
ment and therefore, do not require any additional hardware.
Maximum likelihood based methods are implemented in sev-
eral studies with different accuracies and complexities. In
[8], authors present KNN for indoor positioning. In KNN
method, choosing K neighbor just based on minimum error,
does not provide an acceptable system performance. There-
fore, authors in [4], divide the dataset into three groups. In
this paper, we also use the same three groups.
In [11], authors utilize path-loss model to calculate RSSs

in each RP that is used for system training. Although this ap-
proach does not consider the complexity of the environment,
it removes the dataset collection procedure in offline phase.
However, in high-noise environments, this method does not
provide an acceptable accuracy. In [16], authors consider a
small dataset. They first consider the coordinates of users as
input and RSS as the model output. They use GPR in offline
phase to find the relation between RSS and user’s location.
They finally use KNN method to perform the positioning.
Although many has contributed to the topic, but there is still
a gap to reach a positioning accuracy near the theoretical
one.

3 SYSTEMMODEL
General Notations
Here, we use small letters to present scalars, bold small letters
to present vectors and bold capital letters to present matrices.
For example: p shows a scalar number or a scalar function.
p shows a vector, pi or [p]i shows the i’th element of p. P
shows a matrix, pi j and [P]i j shows the element in i’th row
and the j’th column of P, pi shows i’th row of P and Pi shows

i’th column of P. The (˜) and (ˆ) correspond to train and test
(validation), respectively.

Fingerprints
As depicted in figure 1, we measure RSS values received from
access points in selected RPs called fingerprints. Reference
Points could be chosen in real-world scenarios based on
the scenario types and movements of users. As an example
reference points could be different points of interests in an
interactive museum scenario. In remote health care scenarios
for the elderlies, the RPs could be defined close to critical
locations in home such as the bed or sitting point in living
room.We further use the gathered dataset to train the system
model. The user stands in each reference points, using our
software that is installed on users’ handset, collects the RSS
values of surrounding access points. Each access points has
a unique MAC ID that makes it distinguishable from others.
Our installed software on users’ handset samples the values
with a predefined and adjustable frequency and that the RSS
values are recorded for a specific period, for each access point.
Due to the variation of measured RSS values during the time,
the measured samples at each time period are averaged out
and used as the RSS values for further calculations.

Access Point

Reference Point

Online RSS 

measurment

Figure 1: Typical environment of fingerprint positioning.
The RPs are shown with circles and access points transmit
WiFi signals. The users should collect data fromPRs to form
the dataset.

The goal is to find a mathematical relation between RSS
values and user’s location. We assume that the positioning is
performed in two dimensional (2D) environment. Finding the
parameters for both x and y, is similar. Therefore, without
loss of generality, we only present the process for x .
Considering the Gaussian Process Regression, the non-

linear relationship between input and output values (RSS
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values and user’s location) are modeled as follows:

fx (.) ∼ N (0,Cx (., .)) (1)

where Cx (., .) is the covariance matrix between RSS values.
Each element of this matrix shows the similarity between
reference points. There are different algorithms in the liter-
ature to find the Cx (., .) matrix and in most of them a cost
function called kernel [12] is used. Some of the most common
kernels are square exponential (SE), Linear (Lin) and Noise
kernel [12]. In this paper, we have the most common ker-
nels to compare their performance in GPR based fingerprint
positioning.

Training System
We use the combination of three kernels to train the system.
The combination of SE, Lin and Noise kernel is presented in
equation (2). Other available kernels are compared in section
5.

Cx (pi ,pj ) = KSE (pi ,pj ) + KLin (pi ,pj ) + Kn (pi ,pj )

= γ 2
SE exp

(
−
d2 (pi ,pj )

l 2SE

)
+ γ 2

Linω (pi ,pj ) + σ
2
nδi j

δi j = {1 i f i = j, 0 otherwise}

(2)

where ω (., .) and d (., .) are inner product and Euclidean dis-
tance between Two RSS vectors, respectively. In equation
(2), there are four parameters that should be estimated. We
use a learning based optimization process to estimated these
parameters, θ = [γSE , lSE , γLin , σn].
We assume that the train dataset and RSS values are as fol-
lows:

x̃ =[x̃1 x̃2 . . . x̃L̃]
T (3)

P̃ =



p̃11 p̃12 · · · p̃1M
p̃21 p̃22 · · · p̃1M
...

...
. . .

...
p̃L̃1 p̃L̃2 . . . p̃L̃M



(4)

whereM is number of APs, L̃ is the number of RPs, x̃ shows
the coordinates of RPs and P̃ shows the RSS values of RPs.
In Gaussian Process Regression, we assume that the rela-
tion between inputs and output is Gaussian as presented in
equation (5):

x̃ ∼ N (0,Cx̃ ) (5)

The parameter θ can be estimated as follows:

θ̃ = argmax
θ

log(p (x̃)) = argmin
θ

(− log(p (x̃))) (6)

where

logp (x̃) =
1
2
log |Cx̃ | +

L̃

2
log(2π ) +

1
2
x̃TC−1x̃ x̃ (7)

optimization problem presented in (6) is non-linear and non-
convex. However, some gradient based algorithms such as
conjugate gradient could be used to solve the problem.
When the parameter estimation is performed, the model

could be used in a smartphone software or other devices to
estimate the user’s coordinates with the received RSS values
(also called test RSS) as follows:

[
x̃
x̂

] [(
0
0

)
,

(
Cx̃ Cx̃, x̂
Cx̂, x̃ Cx̂

)]
(8)

In equation (8), Cx̃ ∈ RL̃×L̃ is the covariance matrix between
the train RSS values, Cx̂, x̃ ∈ RL̂×L̃ is the covariance matrix
between the test and train RSSs and Cx̂ ∈ RL̂×L̂ is covariance
matrix between test RSS values. x̂ is the new inputs coordi-
nates that we want to estimate. The conditional distribution
of equation (8) with respect to x̃ is as follows:

x̂| x̃ =
[
µx̂ |x̃ ,Cx̂ |x̃

]
µx̂ |x̃ = Cx̂, x̃ C−1x̃ x̃
Cx̂ |x̃ = Cx̂ − Cx̂, x̃ C−1x̃ (Cx̂, x̃ )

T
(9)

where, µx̂ |x̃ and Cx̂ |x̃ are vector of estimated coordinates
and estimation of covariance matrix, respectively. Diago-
nal elements of Cx̂ |x̃ represent the variance of estimation
coordinates (i.e. variance of µx̂ |x̃ )

4 PROPOSED METHOD
Dataset Gathering
The overview of our software is depicted in figure 2. This
software is available in APK format, installable on all smart-
phones with Android operating system. As depicted in figure
2, by clicking on search, the software finds all available ac-
cess points and records their unique MAC ID. All mentioned
information could be saved in a simple text file in the applica-
tion folder. As can be seen in figure 3, the record tab is used
for data gathering configuration. First, we need to load the
MAC ID stored file which could be feed to the application by
a different user. Then, we need to indicate the sample time,
samples number, RP number and iteration. The description
to each of these parameters is as follows:
• Sample time: indicates the time taken for sampling the
access point’s RSS.
• Samples number: indicates the number of samples that
are measured in a specific RP.
• RP number: shows the number we assign to each RP.
This value is a key to indicate the RPs.
• Iteration: This value is set when the sampling is per-
formed for multiple times, during multiple days and
the default value is set to 1.

To collect the dataset, we measure 75 samples (N=75) in
100 seconds at 250 points. Then we randomly divide our
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Figure 2: The search tab of our data gathering software. In
this tab, the user can select and save theMAC ID of available
access points.

dataset into three groups: 1-Train (or Reference points), 2-
Validation Points and 3-Test Points. The number of RPs
should be enough to train the system. There is no prede-
fined categorization for size of each group and it depends on
the dataset [4]. In this paper, we use 210 points for training,
20 points for validation and 20 points for test set. We use
RPs for training of the system. We also use validation points
for two purposes: 1- choosing proper value for σn in Noise
kernel that directly affects the confidence interval estima-
tion and 2- choosing proper kernel for our presented dataset.
Finally, the test points are used to evaluate the performance
of our proposed method.

Preprocessing
In this paper, we standardize all inputs and outputs to make
the evaluation process more meaningful. By standardization
process ofb, we calculatebstandardize = b−µ

σ , where µ indicates
the average value and σ shows the variance of b. In figure 4,
we describe this process for both offline and online phases.
In offline phase, we compute the mean and variance from
each column (or AP) of training dataset separately, and keep
the parameter for scaling inputs in online phase. We also
compute the mean and variance of all outputs in training
dataset and keep them to scale the output results.

Figure 3: The Record tab of our data gathering software. In
this tab, the user sets the variable parameters including sam-
pling duration, number of samples, number of RP and the
iteration number.

Kernel Selection for Noise Estimation
To choose the proper value of σn in Noise kernel we swipe
the σn with 0.005 steps from 0 to 0.3 (this interval depends on
the dataset) and compute True Estimate Region Percentage
(TERP) as presented in equation (10).

TERPx = *
,
1
L̂

L̂∑
i=1

ri +
-
× 100

where, ri =

{
1 ���x̂i − [µx̂ |x̃ ]i

��� ≤ 2
√
[Cx̂ |x̃ ]ii

0 otherwise

(10)

After calculation of changing TERP in front of σn (in valida-
tion dataset) we can estimate a proper value for choosing σn
in Noise kernel. Choosingσn in Noise kernel depends on data.
Our proposed method is to keep all value of σn for which
TERP is between TERPd and TERPu , then choose the me-
dian of those. If data is enough, we can choose TERPd = 85
and TERPu = 95 . However, when data is not enough, less
values are chosen. The reason is, if we choose a large value
for σn , the confidence interval will be larger than the real
value, such that 100 percent of estimated coordinates will
be in confidence interval region. Also this is important that
Cramer-Rao-Lower-Bound (CRLB) that is proposed in [11]
be less than RMSE. CRLB directly relates to Cx̂ |x̃ and the
percent of confidence interval must be less or equal to 95
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Figure 4: Standardization process of inputs and outputs for both offline and online phases.

percent. This explanation for choosing σn can be seen in the
following equations:

a =
{
[σn]i

}k
i=1 = {σn | TERPd ≤ TERPx ≤ TERPu } (11)

[σn]opt =median {a} (12)
Here, we use Root Mean Squared Error (RMSE) to evaluate

the performance of presented method. We use validation set
to choose the best kernel where the kernel with minimum
RMSE is selected while the noise increases. The RMSE is
calculated as follows:

RMSE =

√√√√
1
L̂

*.
,

L̂∑
i=1

(x̂i − [µ (x̂ |x̃ )]i )
2 +

L̂∑
i=1

(ŷi − [µ (ŷ |ỹ )]i )
2+/
-

(13)

5 EVALUATION RESULTS
To perform the evaluations, we have used the third floor of
electrical engineering department of Shahid Beheshti Univer-
sity and the dataset is collected by using an Android software
installed on a smart phone (Samsung Grand-Prime). We have
measured the RSS values of 10WiFi access point in 250 points
with 75 samples of each access point for 100 consecutive sec-
onds. As the number of reference points and access points
increases, the positioning resolution can be improved. We
first present the TERP while the Noise kernel parameter is
changing for some kernels. As depicted in figure 5 and figure

6, increasing the Noise kernel parameter, σn , increases the
TERP for all kernels. Figure 5 and figure 6 present the results
for x and y coordinates, respectively.

0.00 0.05 0.10 0.15 0.20 0.25 0.30

20
40

60
80

10
0

σn

T
E

R
P

x

Exp

Exp + Linear

Rat

Rat + Linear

Matern

Matern + Linear

Figure 5: The amount of TERP forx coordinates versusNoise
kernel parameter for EXP, Matern, Linear and some combi-
nations of these kernels.

Here, we choose σn based on the TERP value when it stays
on 75% and 85% interval. We use median value of mentioned
TERP interval.
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Figure 6: The amount of TERP for y coordinates versus ver-
sus Noise kernel parameter for EXP, Matern, Linear and
some combination of these kernels.

We also evaluate the positioning error for our proposed
method with different kernels. In figure 7, the RMSE of posi-
tioning versus noise is presented for different types of kernels.
As can be seen in this figure, the proposed method gains the
minimum error by using the Matern kernel.

0 2 4 6 8 10 12

1.
8

2.
0

2.
2

2.
4

Noise Deviant

R
M

S
E

Exp

Exp + Linear

Rat

Rat + Linear

Matern

Matern + Linear

Figure 7: Positioning error of proposed method in terms of
RMSE for different types of Noise kernels.

In another evaluation, we use Matern kernel and compare
the performance of the proposed GPR based positioning with
some of recent and known algorithms including KNN [8],
SVR[15], PCA-SVR [13] and theoretical Cramer-Rao lower
bound (CRLB) in terms of RMSE. As can be seen in figure
8, the proposed method performs best among others with
nearest distance to theoretical bounds. In our final simula-

0 2 4 6 8 10 12

1.
5

2.
0

2.
5

3.
0

Noise Deviant

R
M

S
E

GPR
KNN
CRLB
SVR
PCA−SVR

Figure 8: Localization error of proposed method (GPR) in
compared with KNN, SVR, PCA-SVR and CRLB in terms of
RMSE.

tion, we evaluate the TERP of evaluated the test points with
considered 2σ confidence interval. As depicted in figure 9,
at-least 85% of tested points lie on the confidence interval
by using the proposed method.

0

25

50

75

100

0 2 4 6 8 10 12

Noise Deviant

T
E

R
P Coordinate

X
Y

Figure 9: The amount of TERP versus the noise that shows
the percentage of correctly estimated locations in 2σ confi-
dence interval.

6 CONCLUSION
In this paper we developed a new smartphone app to de-
tect user’s position in an indoor scenario. We studied fin-
gerprint positioning for indoor environments. We briefly
explained the ranging techniques and maximum likelihood
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approaches used for fingerprint positioning. We used a prob-
abilistic method called GPR to localize the users. We first
gathered the RSS values of some fixed WiFi access points in
some selected points with known coordinates called RP. The
procedure has been performed using a mobile application in-
stalled on a smart-phone. We proposed a GPR based method
to model the relation of input (RSS) and output (user’s lo-
cation) with gathered dataset. This model was non-linear
and non-convex. Therefore, gradient based methods were
used to extract the system parameters. We evaluated the per-
formance of our proposed method by real measurements in
computer simulations. We have used 250 points with 10 APs
and 75 samples for each point. We evaluated the proposed
method with some of known kernels. We have also compared
the performance of the proposed method in terms of RMSE
with some of known methods including KNN, SVR, PCA-
SVR and theoretical CRLB. The simulation results confirm
that the proposed method performs better and near to CRLB
compared with other similar methods. Improving accuracy
of indoor positioning, the users can be distinguished even in
crowded environments without breaking the privacy rules.
Therefore, their behavior and activity information can be
analyzed based on their location gaining more meaningful
insights. The result of this study has the potential to be used
in real-world scenarios involving locations-based services
such as interactive museums or remote healthcare scenarios.
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