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Abstract. Predicting health outcomes such as a disease onset, recovery or mor-

tality is an important part of medical research. Classical methods of survival anal-

ysis such as Cox proportionate hazards model have successfully been employed 

and proved robust and easy to interpret. Recent development of computational 

methods and digitalization of medical records brought new tools to survival anal-

ysis, which can handle large data with complex non-linear relationships. How-

ever, such methods often result in "black box" models hard to interpret. In this 

project we combine the Cox model with tree-based machine-learning algorithms 

to take advantage of both approaches' strength and to boost the overall predictive 

performance. Moreover, we aimed to preserve interpretability of the results, 

quantify the contribution of linear and non-linear and cross-term dependencies, 

and get insight into a potential non-linearity. The first method includes the Cox 

model, ensembled with the survival random forest. The second employs a sur-

vival tree algorithm to cluster the data, and then fits a separate Cox model in each 

cluster. The third uses the clusters obtained with a survival tree to identify inter-

action and non-linear terms and adds them as new terms to the Cox model. We 

tested the methods on simulated and real-life medical data and compared their 

internally validated discrimination and calibration. Our results show that classical 

models outperform combined methods in data with predominantly linear rela-

tionships. The proposed methods were more effective in predicting survival out-

comes with strong non-linear and inter-dependent relationships and provided an 

insight into where the non-linearity is placed. 

Keywords: survival analysis; health research; Cox model; survival random for-

est; machine learning; ensemble methods 
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1 Introduction 

Survival analysis is one of the main methods in health research for longitudinal data. 

The outcome of interest can be disease onset, recovery, hospital re-admission, mortal-

ity, and others. The aims could be either explanatory or prognostic. In explanatory anal-

ysis a researcher investigates relationships of various risk factors and incidence rate of 

an event of interest, their statistical significance and impact size, while an overall model 

fit, or total variance explained may not be of primary interest. Prognostic research fo-

cuses on accurate predictions of the future incidence rate, for which the model fit is 

crucial, while understanding the relationship between the risk factors and the outcome 

can be less important. For this task machine learning (ML) algorithms have proven 

effective and provide alternatives to classical statistical methods. ML methods are flex-

ible and easily adapt to data with complex dependencies. However, flexibility is often 

achieved by optimizing many model parameters, and the resulting logic can be difficult 

to interpret. For health outcomes, however, interpretability is one of the key factors: 

transparency can greatly facilitate model implementation into clinical practice, where 

clinicians and patients should sufficiently trust predictions to act on them. At the same 

time, black-box decisions may be avoided for legal and compliance reasons.  

This project tries to merge the two approaches and intertwine linear and ML models. 

We aim to benefit from the interpretability of the linear model while enhancing its pre-

dictive performance with the tree-based features. Our baseline linear model is the Cox 

proportional hazards model (CoxPH), the machine learning algorithms are survival 

trees [1] and survival random forest (SRF) [2]. CoxPH is a robust model whose regres-

sion coefficients represent a multiplicative impact of a risk factor on the baseline log-

hazard function, where hazard is an instantaneous event risk [3]. Proportionality as-

sumption can be viewed as another aid for interpretability, as it ignores a potential time-

dependence of the risk factor, so the coefficients estimate an integrated impact over the 

observation time. Nonetheless, direct input of predictors only accounts for the linear 

effects, while introducing non-linear and interaction terms requires adding such terms 

explicitly to the equation. In contrast, tree-based algorithms have a built-in ability to 

capture the non-linearity and cross-dependence of the predictors. However, a final pre-

diction function that relates risk factors and the outcome may considerably with minor 

data alterations. Therefore, we aim to test if certain combined methods can outperform 

the baseline algorithms. Our first method includes the Cox model, ensembled with the 

survival random forest. The second employs a survival tree algorithm to cluster the data 

and then fits a separate Cox model in each cluster. The third uses the clusters obtained 

with a survival tree to identify interaction and non-linear terms and adds them to the 

Cox model. We test the methods on simulated and real-life medical data and compare 

their discrimination and calibration performance using internally validated area under 

receiver-operating curve (AUC-ROC) and calibration slopes. 

Previously, machine learning community has been proposing to combine various 

methods in a stepwise manner [4, 5]; other papers suggested using a decision tree to 

automatically cluster the data or select interaction terms [6, 7]. However, we did not 

find works of a similar focus on enhancing both interpretability and performance, or 

recommendations on how these models can be used for these purposes.  
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2 Methods 

We tested three hybrid methods for survival data which predict event incidence over 

a specified time. Risk factors were assumed to be constant in time and measured at the 

baseline. First, we provide a brief description of the baseline Cox and tree-based mod-

els, then describe those are proposed to be combined. 

2.1 Models 

Cox model. Using standard notations in survival analysis, where T is a random time-

to-event, its survival function  S(t) = Prob(T > t). Hazard function is h(t) =
 −S′(t)

S(t)
  

which is a current failure rate for those event-free by t. In prediction modelling the aim 

is to estimate survival function and its dependence on predictors, that is, to estimate a 

conditional distribution of T, S(t|x), or h(t|x),  given predictors vector x = (x1, … , xK). 
Cox proportionate hazard model [3] assumes that hazard rates of observations are pro-

portionate, and the multiplier is an exponentiated linear combination of the risk factors,   

h(t|x) = h0(t) ∙ ex p(β1 ∙ x1 +  …  +  βK ∙ xK) (1) 

Here, h0(t) is a non-parametric baseline hazard function. In the classical model, factors 

and their impact are time-invariant, and coefficients are estimated by maximizing the 

partial log-likelihood function, without estimating h0(t) [3]. Coefficients represent rel-

ative change in the hazard rate per factor unit,  h(t|x1 = 1) / h(t|x1 = 0) =  exp (β1).  

Baseline hazard function can be estimated in different ways [8, 9]. We will use the 

Kalbfleisch-Prentice estimator following recommendations [10]. Kalbfleisch and Pren-

tice introduced baseline conditional survival probabilities for periods between the fail-

ure time to express the likelihood function such terms and Cox’s betas. Maximizing 

this likelihood by baseline probabilities, one finds baseline hazard corresponding to the 

estimated Cox regression [9]. Individual survival is computed from h0(t) and β:  

h(t|x) = h0(t) · exp(∑ β ∙ xii ),   S(t|x) =  S0(t)exp (LP) (2) 

Survival decision tree and survival random forests. Survival tree is a type of classi-

fication and regression tree algorithm [11], in which a sample is recursively partitioned 

by a condition in predictors space guided by a splitting rule. All conditions are compar-

isons of a predictor value with a threshold. The splitting rule aims to find more homo-

geneous sub-populations at the two subsequent nodes (or most heterogeneous between 

the nodes). Definition of homogeneity is not straightforward for survival data due to 

the presence of censoring and time dimension [12]. Many existing packages use split-

ting rules based on the log-rank test statistics measuring a statistical difference of the 

survival curves [2, 13]. LeBlanc and Crowley suggested using the local full likelihood 

function under the proportional hazards assumption [1]. Purity measures for censored 

observations have also been proposed [14]. Shimokawa and colleagues [15] showed 

that different splitting rules could be preferred depending on the hazard function prop-

erties. Here we use Survival Random Forest [2] with the log-rank splitting rule from R 
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package randomForestSRC [16] and a survival tree from the RPart package developed 

by Therneau and Atkinson [17]. RPart uses a rescaled Poisson process which makes the 

likelihood equivalent to that in the LeBlanc and Crowley's tree [17]. 

Any survival tree has final leaves, in which all observations are clustered depending 

on their risk factors and conditions at the nodes. Irrespective of the splitting rule, sur-

vival probabilities are estimated by non-parametric Kaplan-Meier curves KML(t) in the 

final leaves, fitted to the observations in the training set falling into that leaf, 

S(t|x) = S(t|leaf L: x is in L) =  KML(t).  (3) 

Survival random forest. Survival random forest is an ensemble method that averages 

predictions over many survival trees grown on a bootstrapped version of the data [2].  

Ensemble method 1 (Cox_SRF). We develop the idea of employing the results of one 

model as an input to another. This approach was proposed by others [4, 5] and is similar 

to stacking in ML. First, we fit a standard CoxPH and compute linear predictors for the 

observations in the train set. Second, we add the linear predictors to the list of the risk 

factors and train a survival random forest. This extended SRF predicts the survival: 

S(t|x) = SSRF(t| x′ = (x1, … xK, Cox_linear_predictor ) (4) 

In this method, we supplied an additional predictor to SRF that aggregated "linear in-

formation" captured by CoxPH. Hence, the difference in the SRF performance and 

baseline CoxPH quantifies the non-linear and interaction terms contribution, and 

CoxPH regression coefficients describe the linear impact of the predictors.  

To minimize overfitting, we split the sample into two, train the Cox model separately 

on either half to predict survival probability for the other half. Out-of-sample predic-

tions are used in the consequent SRF. The ensemble method 1b explores the same idea 

in the reverse order, fits SRF, and adds out-of-the-bag predictions to the CoxPH model. 

Ensemble method 2 (Tree_ClusterCox). The second method uses a survival tree to 

partition the survival data into clusters. The tree depth is limited by 4, so the number 

clusters is not more than 16. We then fit a separate CoxPH model in each cluster. Pre-

dictions are made by first identifying into which leaf (cluster) an observation falls, then 

applying the corresponding CoxPH model: 

S(t|x) = ∑ I(x ∈  leaf L) ∙  S0
L(t)^ exp(β1

L ∙ x1 +  …  +  βK
L ∙ xK)L  (5) 

where βi
L are coefficients of the CoxPH model fitted in the leaf L,  S0

L is a corresponding 

baseline survival function. The method aims to enhance the Cox model in two ways. 

First, CoxPH assumes that there is a single baseline survival function for the entire 

population, and risk factors shift survival in log-hazard space. Aiming a better fit, we 

relax this assumption by allowing each cluster to have a separate baseline survival func-

tion. Second, the survival tree may identify strong non-linearities or cross-dependencies 

in the top nodes, which could lead to an easier optimization of the linear models in the 
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final leaves, and a better overall fit. The main challenge in this step is an underlying 

tree instability with small data permutations, which we address by selecting predictors 

with the highest variable importance index (VIMP) computed by a baseline SRF [18], 

and cross-validate to optimize number of top predictors to use for the tree. The method 

results in a perfectly transparent model: one can display the tree from the 1st step and 

CoxPH coefficients for each leaf.  

We test two versions of the method, 2A and 2B, using the packages RPart with Le-

Blanc and Crowley splitting rule, and randomForestSRC with the log-rank splitting. 

Ensemble method 3 (Tree_ModifiedCox). We start by growing a tree to cluster the 

survival data as in Ensemble 2, using only the top VIMP variables. Then, we add cluster 

identifier as a categorical variable to the baseline Cox regression. The idea is to use a 

survival tree to auto-select non-linear and cross-terms, which we add to CoxPH.  For c 

final leaves (clusters), and Li(x) = I(x ∈ leaf i) as leaf identifiers, the final model is  

S(t|x) = S0
Cox(t)^ex p(β1 ∙ x1 +  … +  βK ∙ xK +  a1 ∙ L1(x) + ⋯ + ac ∙ Lc(x)), (6) 

where betas are the linear impact factors, and alphas are the cross-term impacts defined 

by the leaves, hence defined by a combination of I(xi < ki) terms. The method is sim-

ilar to the one developed by Su and Tsai [7]: the authors coded a tree-growing algorithm 

that searches for the new non-linear terms to be added to the Cox model. The advantage 

of our method is its straightforward implementation with the existing software. 

 

Fig. 1. Summary of the methods. Each method combines the Cox proportional hazards model 

with tree-based machine learning algorithms (survival tree or random forest). 

Cox model with fractional polynomial regression (Cox_FP). Additionally, we com-

pare the results of the combined methods to the CoxPH with fractional polynomial 

terms (Cox-FP) [19] using R package mfp [20]. The function selects statistically sig-

nificant fractional polynomial terms that enhance the model fit once added to the 
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CoxPH regression. We used a default version of the mfp function, in which a prediction 

variable x can be transformed into a linear combination  

 ξ0 + ξ1x(P1) + ξ2x(P2), (7) 

where x(P) is xp for p≠0, and ln(x) for p=0; p1, p2 are from {−2, −1, −0.5, 0, 0.5, 1,2} [19, 

20].  This method allows CoxPH to handle non-linearity (though not the cross-terms), 

so we included it as another baseline models. 

2.2 Samples 

Simulated samples. We tested the models using four samples, three simulated and a 

health-related data. Simulated samples were described by the four predictors: x1 is uni-

formly distributed between -1.73 and 1.73 (so the mean is 0 and standard deviation, 

SD, is 1.00), x2 is sampled from a normal distribution (mean = 0, SD = 1), x3 is a bino-

mial random variable, positive outcome probability p = 0.2, x4 - binomial with p = 0.5. 

Such variables can typically appear in health data. For example, x1 can represent nor-

malized age, x2 – normalized body mass index, x3 – the presence of hypertension, x4 – 

gender, for the outcome of cardiovascular disease.   

Further, we assume an exponential time-to-event, so the survival function is S(t|x) =
exp(−h(x) ∙  t). The hazard rate h(x) is constant in time and varies with risk factors.  

For the first sample we simulated hazard rate that depends linearly on predictors:  

h(x) = 0.10 ∙  exp(0.4 ∙  x1 + 1.0 ∙ x2 + 0.7 ∙ x3)  (8) 

From equation (1), the true Cox regression coefficients are β1 = 1, β2 = 0.7,  β3 =
0.4, β4 = 0, baseline hazard is 0.10. We assumed that x4 does not impact the outcome. 

We added non-linear dependencies while simulating the second sample:  

h(x) = 0.08 ∙ exp(0.2 ∙ x1 + 1 ∙ I(x1 ≥ 1) +  1 ∙  I(1 < |x2|≤ 1.5) + 2.0 ∙  I(|x2|>
1.5) + 0.7 ∙ x3)  (9) 

The jump in x1's impact after a certain threshold, and a non-linear impact of x2, set to 0 

within a standard deviation from mean, 1 for absolute values between 1 and 1.5, and 2 

otherwise. This equation can describe the risk acceleration after a certain age for x1, 

and an effect when the weight in a normal range does not affect disease onset, while 

very low or high values increase the risk for x2. 

The third sample has the similar non-linearity in x2; but non-linearity in x1 is replaced 

with an interaction term between x1 and x3, as if a combination of high x1 and positive 

x3 constitutes an elevated disease risk:  

h(x) = 0.07 ∙  exp(0.2 ∙ x1 +  1.0 ∙ I(x1 ≥ 1 &x3 = 1) + 1.0 ∙  I(1 < |x2|≤ 1.5) +
2.0 ∙  I(|x2|> 1.5) +  1.0 ∙ x3)  (10) 

So, compared to the second sample, not all individuals experience a jump in x1 impact 

for x1≥1, but those with x3=1. This could describe an acceleration in the risk after a 

certain age, which affects only those with a pre-existing health condition.  
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In the three simulated samples, equations 8, 9 and 10 were chosen to have plausible 

interpretations, while coefficients were meant to express large non-linear or interaction 

effects with no linkage to a particular health data. Baseline hazards (0.10, 0.08, and 

0.07) were set such that 50% of the population experienced the event by t = 5, the time, 

where the models' performance for the simulated data was measured.  

ELSA sample. The fourth sample came from the English Longitudinal Study of Ageing 

(ELSA). We tested our models to predict the incidence of type two diabetes over 7.5 

years of observation. ELSA is an ongoing multidisciplinary study with a core cohort of 

11391 individuals aged ≥50, representative of the older U.K. population [21]. The par-

ticipants are interviewed every two years since wave 2 (2002/3), and medical examina-

tions occur every four years from wave 2. We included participants with available blood 

tests, genetic information, and diabetes status for at least one wave after the baseline. 

Diabetes was established by a self-reported medical diagnosis of diabetes, or HbA1C 

≥48 mmol/mol (6.5%). The analytical sample had 5957 participants, mean observation 

time 8.9 years, mean time before diabetes onset 4.9 years; 398(7%) developed diabetes 

before 7.5y. Risk factors were age, gender, body mass index, hypertension history, ac-

cumulated wealth (low/medium/high), level of education, exercise regime, smoking, 

depression, and blood cholesterol. As type 2 diabetes has a considerable genetic com-

ponent [22], we further included a polygenic risk score for the disease, which sums 

common genetic variants associated with the disease weighted by their impact size [23]. 

2.3 Performance assessment.  

Performance measures. The performance of a survival model varies in time, so we 

compare the models for the task of predicting an outcome by a pre-defined time. Ex-

amples in health research could be predicting 1-year mortality after a surgery or risk of 

heart failure in the next 5 years. We assessed model performance in three domains: 

discrimination, calibration, and interpretability. Discrimination is an ability to separate 

high-risk and low-risk individuals, which we measure with AUC-ROC. Censored ob-

servations should be accounted for while computing AUC-ROC, and we use timeROC 

function developed for survival data [24]. Calibration is how well an estimated event 

probability corresponds to the observed share of individuals with similar risk factors 

experiencing the event. It is measured by the calibration slope and intercept. Intercept, 

or calibration-in-the-large, is the difference between the mean observed and predicted 

rates, so the ideal value is 0. Calibration slope is the correspondence of the predicted 

values to the observed across the probability scale. The ideal value is 1, a lower number 

means predictions are too extreme (too low for low-risk and too high for high-risk ob-

servations), and a sign of over-fitting; a slope >1 may indicate underfitting. To qualita-

tively assess interpretability, we question whether predictions are easy to explain and 

if they give an insight into the underlying relationships. 

Internal validation. We used 5-fold cross-validation to assess model performance. An 

internal loop of the 3-fold cross-validation was used to tune model parameters: tree 
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depth and a number of risk factors for a node split for SRF; minimum node size, max-

imum tree depth (2,3 or 4), and the number of factors (between 3 and 10) for clustering 

tree in Ensemble 2 and 3; the factors were sorted by variable importance. Combinations 

with the highest AUC-ROC at the selected time defined final combination. 

3 Results 

Tables 1-4 contain internally validated performance statistics of the described methods. 

Baseline methods were Cox model, Cox model with fractional polynomials, survival 

random forest, ensemble methods 1A (training Cox regression, then using probabilities 

to SRF), 1B (training SRF, then using probabilities in Cox), 2A and 2B (building a 

shallow tree for data clustering, then fitting Cox models in each cluster) and 3 (with 

clusters as additional parameters in the Cox model).  

All methods performed well in the linear sample with similar performance metrics 

(Table 1): AUCs ranged from 0.809 (SD 0.011) and 0.816 (SD 0.011).  

For the non-linear sample, AUC was considerably better in the ensemble methods 

compared to the baseline Cox regression results (Table 2). AUC-ROC was 0.715 (SD 

0.023) for baseline Cox, and 0.769 (SD 0.010) for Ensemble 3. Worth noting that the 

Cox model with fractional polynomials performed as well as the ensembled methods, 

AUC 0.757 (SD 0.013).   

The outperformance of the ensembled methods was even higher when cross-terms 

were present (Table 3). Baseline Cox had AUC-ROC 0.648 (SD 0.027), adding frac-

tional polynomials got it to 0.694 (SD 0.022), Ensemble 1A reached AUC 0.715 (SD 

0.017), Ensemble 2A 0.719 (SD 0.016), Ensemble 3 0.721 (SD 0.016). Figures 2 and 3 

display the RPart tree from methods 2 and 3, which captured non-linear dependencies. 

Despite lower discrimination, classical methods kept good calibration statistics.  

However, in the real-life health data from the ELSA study ensembled methods did 

not overperform (Table 4). Baseline Cox had AUC-ROC 0.750 (SD 0.011), Ensembles 

1 and 3 had similar discrimination, but Ensemble 2 AUC was more than 1 SD lower. 

 

Fig. 2. Example of the RPart survival tree used as the first step for the Ensemble methods 2 and 

3 for the simulated sample 3 with non-linear and interaction terms.  
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Fig. 3. Example of the modified Cox regression model which uses clusters of a survival tree as 

additional risk factors for simulated sample 3. The clusters are the final leaves of the tree in Fig.2 

(number 4-7, left to right): Cluster 4 (baseline) is (hypertension=0) and (BMI <1) and (BMI >-

1), Cluster 5 is (hypertension =0) and (BMI <-1), Cluster 6 is (hypertension =0) and (BMI>1), 

Cluster 7 is (hypertension=1).  Cluster 7 coincided with hypertension, so not estimated. 

Table 1. Internally validated performance of the methods in the first sample 

Linear sample CoxPH SRF CoxFP 1A 1B 2A 2B 3 

AUC-ROC at t=5 0.815 0.815 0.809 0.811 0.816 0.814 0.813 0.815 

AUC-ROC std 0.011 0.014 0.011 0.012 0.011 0.012 0.002 0.011 

AUC diff to Cox 0.000 0.000 -0.007 -0.005 0.000 -0.001 -0.002 0.000 

Slope 0.991 0.991 1.007 0.989 0.994 0.990 0.979 0.990 

Alpha -0.012 -0.013 0.008 0.000 -0.014 0.001 0.004 0.007 

Table 2. Internally validated performance of the methods in the second sample 

Non Linear CoxPH SRF CoxFP 1A 1B 2A 2B 3 

AUC-ROC 0.715 0.773 0.757 0.767 0.758 0.762 0.755 0.769 

AUC-ROC std 0.023 0.006 0.013 0.009 0.015 0.013 0.012 0.010 

AUC diff to Cox 0.000 0.059 0.042 0.053 0.044 0.048 0.040 0.054 

slope 1.051 1.017 1.119 0.956 0.998 0.943 0.956 0.948 

alpha -0.024 0.000 -0.006 -0.002 -0.003 0.007 0.006 0.006 

Table 3. Internally validated performance of the methods in the third sample 

Cross-terms CoxPH SRF CoxFP 1A 1B 2A 2B 3 

AUC-ROC at t=5 0.648 0.715 0.694 0.715 0.705 0.719 0.720 0.721 

AUC-ROC std 0.027 0.014 0.022 0.017 0.017 0.016 0.008 0.016 

AUC diff to Cox 0.000 0.067 0.047 0.067 0.058 0.071 0.072 0.073 

Slope 0.958 0.964 1.027 0.972 0.942 0.969 0.972 0.995 

Alpha -0.012 0.018 -0.005 0.018 -0.014 0.002 0.003 0.001 
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Table 4. Internally validated performance of the methods in the fourth sample 

Cross-terms CoxPH SRF CoxFP 1A 1B 2A 2B 3 

AUC-ROC at t=5 0.750 0.753 0.753 0.758 0.750 0.731 0.722 0.752 

AUC-ROC std 0.011 0.014 0.011 0.012 0.011 0.021 0.023 0.011 

AUC diff to Cox 0.000 0.003 0.003 0.008 -0.001 -0.019 -0.028 0.001 

Slope 0.977 0.948 1.229 1.087 0.999 0.755 0.758 0.850 

Alpha 0.101 0.098 0.145 0.149 0.182 0.156 0.239 0.158 

4 Discussion  

We have proposed several methods to embed the survival tree algorithms and classical 

Cox regression into each other to explore their advantages and overcome their limita-

tions. We aimed to employ Cox model interpretability and enhance it with the CART 

ability to capture non-linear and interaction relationships. The methods performed at 

par with the Cox model in linear data and outperformed complex data. 

Ensemble 1 stacks two algorithms in a different order (first Cox, then SRF in En-

semble 1A, reverse in 1B). This is not a novel approach [4], but we reiterate its utility 

for health research, where classical regression models are often preferred. For example, 

one could train Ensemble 1a or 1b, and if a similar performance is achieved compared 

to the baseline Cox model, this could justify using a Cox regression.  

Moreover, if the difference is considerable, it may represent the marginal contribu-

tion of the non-linear terms in the predictive performance. Indeed, AUC-ROC differ-

ence for the simulated samples 2 and 3 was 0.04-0.07 with a standard deviation of 0.02 

(Table 2,3). Had we not known the underlying distribution, this would be a sign of non-

linearity. Similarly, a comparison of the fractional polynomial model and ensemble 

methods results for sample 3 indicates cross-dependencies (Table 3).  

Ensembles 2 and 3 can give an insight into where non-linearity lies. A clustering 

tree structure is the first source of such information. For example, the tree in figure 2 

has "guessed" hypertension and BMI non-linearity. Further, Ensemble 2 results contain 

estimated Cox parameters for each cluster; the difference in coefficients could reveal 

structural differences in the relationships across the clusters. A similar algorithm was 

used in [6], where the authors utilized SRF to identify clusters of different survival 

patterns. However, they used Kaplan-Meier curves to compute survival probabilities, 

and model interpretation was inferred by investigating the object properties by cluster.  

Ensemble 3 gives yet another view of the data. The augmented Cox model has clus-

ters as risk factors, and respective coefficients represent the risk of being in a cluster, 

in addition to the estimated linear effects. For example, Figure 3 illustrates how En-

semble 3 has correctly identified that the linear BMI impact is negligible, while absolute 

BMI values above 1 (clusters 6 and 7) possess an elevated risk.  

There are several ways to develop the methods further. First, combined methods 2 

and 3 rely on a clustering tree. Methods behind the tree construction may affect predic-

tive accuracy, and we may test other splitting rules. For example, an optimal tree pro-

posed by Dunn and colleagues [25] may perform well, in which splitting minimizes the 
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loss of the entire tree instead of optimizing a current node. Customizing the splitting 

criteria to the proposed methods may also enhance their performance: a partition max-

imizing Cox fit in the daughter leaves would realign how the tree is grown, and the 

predictions are made. An integrated Brier score [26] can be used as an alternative as-

sessment measure, aggregating performance over time. 

The strength of this work is a focus on targeting specific strengths and weaknesses 

of the classical Cox model and employing machine learning algorithms not to compete 

but enhance its performance. However, we acknowledge several weaknesses. First, 

qualitative insight into non-linearity still requires assessing the tree structures and dif-

ferences between the Cox regressions in the Ensemble methods. The underlying tree 

instability is a challenge; further work to increase stability could be done. Second, we 

did not test our models on non-exponential time distribution. Finally, we primarily 

tested the models on the simulated data; future work to focus on real-life health data.  

Conclusion. The proposed ensemble methods combining classical Cox proportionate 

hazard rate model and non-linear machine-learning algorithms can effectively build 

high-performing and interpretable prognostic models for health research, especially for 

the data where strong interaction dependencies are suspected.  
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