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Abstract—The rapid evolution in technology has found its way
to introducing novelty in today’s live music performances. In this
context, the development of Digital Musical Instruments (DMIs)
has obtained increasing attention in recent years. In this paper,
we present the development of a DMI called Handmonizer, an
interactive artist-oriented harmonizer for musical performance
adapted to the needs of a specific singer. A key component of
our work is the combination of hand motion recognition and
audio signal processing to obtain a smoother interaction. We
describe the development methodology, but we also focus on our
collaboration with the artist to conceptualize and then refine this
tool until the development of the final product. At the end of this
paper, we define an evaluation strategy, collecting feedback with
a questionnaire addressed to the singer. Our aim in presenting
this evaluation strategy is to help other engineers keen to develop
cutting-edge technologies by working in partnership with artists.
While results are not definitive, we believe that the chosen
methodology could be of interest to other DMI researchers.
Moreover, the modular nature of the Handmonizer makes it
easily adaptable to further developments concerning the Internet
of Sounds (IeS) and Networked Music Performances (NMP).

Index Terms—Music interaction design, human-centered de-
sign, hand gesture recognition, vocal harmonizer, live perfor-
mance

I. INTRODUCTION

The way of interacting with machines is continuously
changing, since gestures, movements, and direct graphical user
interface manipulation co-exist with physical interfaces like
keys, buttons, and knobs. In the musical context, these new
interface technologies have given us countless possibilities in
the creation of Digital Musical Instruments (DMI) or New
Interfaces for Musical Expression (NIME), artifacts that con-
nect inputs (interface controllers) and outputs (sound synthesis
modules) according to a mapping strategy [1]. A DMI com-
prises a control interface and an audio engine, which usually
work separately [2]. The communication between these two
components is made possible using some industry-standard
communication protocols such as Musical Instrument Digital
Interface (MIDI) and Open Sound Control (OSC). This is a
considerable difference compared to traditional instruments,
where the musical gesture and the sound generation take
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place on the same instrument [3]]. In the case of a DMI, the
design of the Human-Computer Interaction (HCI) component
is important to give a sense of musical meaning not only to
the artist but also to the audience to support their experience.
The main goal in designing such a system is to make the HCI
and software engineering tasks work together seamlessly [4].

While early DMI approaches were usually mostly leaded
by (or with) the artists themselves [S[|—[8]], more recently the
trend has inverted and DMI design has been usually practiced
by researchers having backgrounds in human-computer inter-
action and/or music technology. Nowadays, far more rare are
approaches where the design is led by or with performers [9].
A few works addressed this issue, such as [9] where percus-
sionists can personalize a pre-designed adaptable DMI built
through Arduino Uno, or [[10], where a previously designed
embedded DMI, the Noisebox |11], is redesigned through a
user-driven procedure consisting of several workshops.

In this manuscript, we follow a similar yet different ap-
proach in the sense that the design of the DMI is tailored
from the start around a specific musician through workshops,
an approach partially similar to [[12], where workshops with
expert musicians are carried out in order to imagine design
practices for DMI. However, the main difference in the work
described in this paper is that the objective of the DMI design
is to do the opposite of general purpose design and, instead, to
create an instrument that, from conception to realization meets
the particular needs of the single musician.

Specifically, we design a DMI performance tool tailored to
the needs of the Italian jazz singer, Maria Pia De Vit(ﬂ [13],
[14]. In her recent musical practice, the artist experimented
with the use of standalone loopers for solo vocal performances,
yet she felt them as intrusive and not fulfilling all of her artistic
need{’]

Taking into consideration the artist’s needs based on the
nature of her live performance and following her performance
desires and constraints, we built a custom harmonizer to
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enhance her solo performance, a DMI with which she can
interact creatively and intuitively. While many definitions of
DMIs are possible [[15], in the case of the Handmonizer, we
follow the definition provided in [[16] where the instrument is
structured into a control interface (hand detection), processor
(audio engine) and output (harmonized voices).

Collaborating and discussing her necessities, we developed
the Handmonizer, an unusual and (we believe) unique har-
monizer controlled in real-time by hand gestures. Just by
moving her hand, the artist can explore the different screen
areas each associated to a specific system setting, creating
different harmonic combinations by exploiting the smooth
transition between the different voices. At the same time, she
can control the number of different effects (e.g., Reverb or
Delay) using fixed intuitive hand movements. This interaction
strategy allows the artist to be focused on her moment-to-
moment musical intention while performing, instead of having
to think about switching between physical devices that slow
the flow of the performance and disrupt musical improvisation.

The use of air instruments, i.e. musical instruments that
are not physically touched by the user, has already been
considered in the literature [17]], [18]] as well as in the Internet
of Musical Things context [19], [20], but, to the best of
our knowledge, has not yet been considered in user-centered
personalized DMI design.

While the proposed Handmonizer can be still considered
as a work-in-progress, its modular nature makes it extremely
suitable in order to be extended to scenarios related to Net-
worked Music Performances [21]], since the control interface
and the processor are connected via OSC.

The rest of the paper is organized as follows. In Sec.
we describe the process of cooperation with artist in order to
set the desired design goals for the instruments. In Sec.
we give details on the technical aspects of the Handmonizer,
presenting both the tools and methodologies we used to
develop the final instrument. Sec. [[V| describes the evaluation
procedure performed by the artist after the design of the
Handmonizer in terms of a questionnaire and open comments
through which she provided detailed feedback on every aspect
of her experience with the Handmonizer after experimenting
with it during two workshop sessions (each one of several
days). Finally, in Sec. [V] we draw some conclusions from our
collaboration to support future projects in this area. The full
code used to implement the Handmonizer is available on the
GitHub repository [’| and also a demo video of Maria Pia De
Vito performing with the Handmonizer E}

II. ARTIST-ORIENTED SYSTEM DESIGN

In this section, we introduce the development process based
on the constraints posed by the needs of the artist, the
discussions and the decisions taken based on her feedback.
The Handmonizer system consists of a vocal harmonizer and
of a hand gesture recognition interface able to control specific
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parameters in real-time depending on the movements of the
singer’s hand.

A. The Artist needs

The design of the handmonizer was not pre-prototyped.
Instead, during the first meeting with the artist, she presented
us with the technical, musical and performative challenges she
encountered while using her previous setup, and her ambitions
for using technology to fulfil a vision of her ideal performance
scenario.

The previous setup used by Maria Pia De Vito (widely
recognised as one of Europe’s leading singers across jazz
and improvised music) consisted of an Eventide® harmonizer
guitar pedal and of a Gibson® Echoplex looping machine.
Through the use of these two machines, she was able to create
independently the backing tracks along which she used to
improvise during her solo performanceﬂ The main issues she
faced using the described setup, were related to the unnatural
and mechanic interaction due to the hardware tools. Her
performances often require the modification of the parameters
of the hardware through various knobs and switches, which
is felt as a slow and cumbersome modality that reduces her
creativity. At the same time, dealing with physical devices, like
the Eventide® Harmonizer, implies the generation of clicking
noises caused by the pressure of the knobs that disrupt the
musical flow felt during the performance.

In the light of these considerations, the main challenge we
mutually decided to consider was to develop an interface that
would be easy for her to use so that she could mainly focus
on her improvisation-based performance without having to
struggle with the setup interaction. Therefore, we decided to
implement a hand-controlled vocal harmonizer which gives her
the opportunity to explore and experiment with the different
harmonic configurations in a natural and simple way, just by
moving her hand in front of a camera.

B. Interaction Design approach

Differently from acoustic instruments, where the physicality
of the musical instrument imposes specific ways to control it,
in digital musical instruments, it is extremely important to
consider in detail the possible mapping strategies, due to the
bigger amount of possible choices caused by the separation
between the input gesture and output sound [22]. The choice
of different mapping strategies also affects how the performer
can react both musically and psychologically when playing the
instrument. [[1]. In general, when designing a DMI we need
to follow three main principles [23]:

o Control: The way the interaction is mapped to the output,
which should give the required amount of control to the
artist who is using the system.

o Legibility: The importance of having a mapping that is
easily understood by both the artist and the audience. A
concept often referred to as “transparency’ [24].

SMaria Pia De Vito solo performance
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Fig. 1: Brief schematics of the Handmonizer signal flow. A simple MIDI controller (top left) is used in order to switch between
the patches used in the Handmonizer by sending MIDI messages to the SuperCollider engine. A microphone (middle left)
is used to acquire the voice of the singer, whose audio signal flow is then sent to the SuperCollider engine. On the bottom
left, hand recognition is performed on the hand of the singer and the extracted values sent via OSC messages and used to
control the voice of the singer through SuperCollider. Finally, the output audio signal processed by the SuperCollider part of

the Handmonizer is sent to external loudspeakers (right).

o Sound: The choice of what kind of sounds the mapping is
going to produce. This could mean creating new sounds,
processing an input sound as well as using combination
of both.

Moreover, when the design of a DMI interface must be tailored
to the needs of a specific artist, the instrument designers
should put themselves in the perspective of the artist as much
as possible in order to develop something that is actually
meaningful and usable in her performance.

A good starting point when designing the gesture-sound
mapping is to use a bottom-up approach. Specifically, in the
case of the Handmonizer, we started by considering very sim-
ple interactions, such as opening and closing the hand, in order
to use them to trigger an intuitive response, like turning on or
off the harmonizer, at the same time we thought how we can
make these interactions meaningful for the audience. Audience
engagement is strongly related to the mapping problem. Since
the gestures and the produced sound have not necessarily a
direct connection, the audience may not feel engaged during
the performance if the mappings are not thoughtfully chosen
[1], [18]]. Previous work has tried to centre-stage the lived
experiences of performers and audiences when working with
improvising using technological systems [25].

III. HANDMONIZER IMPLEMENTATION

In this section we detail the design choices and the ar-
chitecture of the proposed Handmonizer DMI. The general
architecture of the Handmonizer structure is based on a

Node.js®|E| server that allows the communication between the
two main parts of the instrument: the hand gesture recognition
engine and the real time sound harmonization algorithm,
communicating through OSC messages.

We first present the general elements of the Handmonizer,
specifically in Sec. [[lI-A] we outline how the hand gesture
recognition is performed, while in Sec. [[lI-B] and Sec. [[TI-BT]
we discuss the harmonizer-part implementation and the cor-
responding pitch-tracking and pitch-shifting algorithms. We
developed two different versions of the Handmonizer, the first
one, the patch-based Handmonizer, described in Sec. m
is based on a series of pre-defined patches that allow the artist
to select via a MIDI controller the intervals considered by the
harmonizer. Following the suggestions provided by the artist,
we modified the Handmonizer in order to more closely follow
her needs, specifically, we developed an In-scale version of
the Harmonizer, described in Sec. [[lI-B3] where a specific
musical scale is chosen by the artist and is used in order
to perform the harmonization of the voices. We present how
the different voices of the harmonizer can be mixed together
in Sec. [[I-B4] and finally, in Sec. [[lI-C| we describe how
the various components of the Handmonizer are connected
together.

A. Hand gesture recognition

The harmonizer part of the Handmonizer can be controlled
through hand gestures captured from a webcam. For the hand
motion recognition, we use a pre-trained model from ml5.js

Shttps://modejs.org/en/about



ﬂ more specifically, consisting of a JavaScript framework for
creative coding built on top of TensorFlow.js that allows the
use of GPU-accelerated machine learning algorithms in a web
browser. The TensorFlow ecosystem provides an easy-to-use
tool to convert pre-trained ML models trained in Python or
C++ into web targets. Some of these models were specifically
designed for creative applications to facilitate the development
of real-time music related Web-applications [26]. We use the
model called Handpos«ﬂ that performs hand-skeleton finger
tracking. It takes the video stream frame by frame and returns
the 3D coordinates of I = 21 hand points r;,2 = 1,...,]
over the palm of the han(ﬂ as shown in Figure [2| Based on
the coordinates of the I detected points we compute three main
parameters:
o The hand centroid r. = [zc,¥e,2.)7 € R3 which
is computed as the arithmetic mean position of the I
keypoints. It is displayed as the light-green central dot
in Fig. [T
o The palm length d defined as the distance between the
keypoint corresponding to the tip of the middle finger and
the keypoint corresponding to the base of the palm ( as
the length of the white line shown in Fig. [I)).
o The hand orientation: computed as the slope of the line
used to measure the palm length line, between [0, 7).

By applying a custom mapping to these three parameters
we define 5 hand gestures that we can use to change the
harmonizer settings in real time. Through the palm length
parameter we can detect if the hand is open or closed, through
this we control the fading out of the harmonics by closing the
hand. Using the 2. coordinate of the hand centroid, which
corresponds to the distance of the hand from the screen, we
control the volumes of the harmonized voices. The palm slope
controls the amount of effects (Reverb or Delay) that the user
wants to add to the voice, similarly to a dry-wet knob; when
the white line is perpendicular to the bottom border the voice
has no effect, while it reaches its maximum value when the
line is parallel to the lower border.

B. Harmonizer implementation

The audio signal processing part of the Handmonizer is
developed entirely using the SuperCollider audio programming
language. The algorithm of the harmonizer part is composed
of separate sections, including pitch tracking and shifting, ef-
fects definition and communication protocol definitions (OSC,
MIDI) for parameter mapping. Here we explain each compo-
nent separately.

1) Pitch tracking and shifting: The first part of the (opera-
tion of the hand) harmonizer requires an analysis of the input
singing voice signal in order to then generate the harmonized
voices (i.e. harmonically pitch-shifted version of the input
signal). Specifically, since we aim to use pitch shifting in order
to create harmonic voices, the first part of the Handmonizer

7ml5.js: Friendly machine learning for the Web.https:/ml5js.org
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9This process is GPU intensive. To achieve the best performance a system
with a dedicated GPU is advised.

Fig. 2: Output of the hand recognition procedure used to con-
trol the Handmonizer. The hand is mapped by the Handpose
model into 21 points, the white line connects the base of the
palm to the top of the middle finger and is used to calculate
the palm length.

audio engines requires us to track the fundamental frequency
of the input audio signal. For this purpose we use an external
class called Tartini instead of the standard Pitch class from
SuperCollider, since it performs the pitch tracking more pre-
cisely and in a more efficient fashion [27]].

To avoid obtaining vocal harmonies that may sound too un-
natural to the singer, the pitch shifting is performed using the
Pitch-Synchronous Overlap and Add (PSOLA) method [28]].
One of the main advantages of this method is the preservation
of the formant positions (i.e. spectral envelope) which allows
us to maintain the original timbre [29]]. In order to do this
we use a SuperCollider class called PitchShiftPA which is
based on PSOLA. The fundamental frequency value tracked by
Tartini, as well as the pitch shift ratio, which we fix depending
on the harmony we want to achieve, are given as input to
the PSOLA pitch-shifting model. The same procedure is then
used to generate six harmonic voices, namely three higher and
three lower than the input signal. The harmonic voices are
then mixed together in a separate channel, so that they can
be further processed without modify the lead original singing
voice.

2) Patches-based Handmonizer : The first version of the
Handmonizer, is based on a definition of a series of pre-
designed patches, which differ by which intervals are consid-
ered in order to generate the harmonized (i.e. pitch shifted)
voices. Specifically, this version of the Handmonizer, first
detects the fundamental frequency of the singing voice and
considers this as the root of the scale, then, depending on
number of intervals chosen it generates 2/3 harmonics imme-
diately higher than the root note and, in addition, the same
harmonics pitched at an octave lower. We define 4 patches
each considering fixed musical intervals for the harmonizer,
following the specifications given by the artist: 3rd - Sth; 4th
- 5th - 7th; 4th - augmented 4th - 7th; octaver. For example,
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if the pitch detected from the singing voice is a C4, then
the system considers the C major scale, if the chosen patch
contains the 3rd - 5th intervals, then the corresponding 3rd is a
E and the 5th a G. The two higher voices will then correspond
to E4 and G4, while the lower ones to E3 and G3.

All the patches also include a delay effect that can also be
controlled by the user while rotating the hand.

Two additional patches where no harmonized voices are
present are also include to fit the needs of the artist, specifi-
cally, one with only a reverb effect and another one with only
delay, where both effects are controllable by simply rotating
the hand. These two patches were designed due to the need
of the singer to perform also single voice improvisations over
looped backing tracks.

3) In-scale harmonizer: Following the suggestions pro-
vided by the artist during the first workshop, we also imple-
mented a second version of the Handmonizer, where instead
of simply considering fixed intervals, the Handmonizer can be
used as a classic harmonizer following a specific scale, where
the user can set the key and scale type (major, minor, etc).
By hard-coding the first MIDI note for each key, we use an
external class called MiscFuncs to retrieve the array of MIDI
notes for the selected scale. Then we use another external class
called MyKFiddle to retrieve in real time the precise MIDI note
sang by the singer. Finally, the algorithm checks if the pitch
of the sound emitted by the singer corresponds to a note that
is part of the selected scale. If this is the case, it computes the
pitch ratio and feeds it to the pitch shifter.

The two classes mentioned aboveEl which contain all the
intervals for each scale type, were used in order to perform
all the scale-related calculations needed to create the in-scale
harmonizer model.

4) Cross-fading: In order to make the Handmonizer as
much musically usable as possible, we ensure a smooth tran-

10https://github.com/yeeking/myksupercollider

(b)
Fig. 3: Testing the Handmonizer during the workshops at Politecnico di Milano, Milan, Italy.

sition between different generated voices, namely by avoiding
sudden jumps in volume when the new harmonized voices
are added to the mix by the artist. Here we manipulate the
different amplitudes of all voice groups before mixing them.
A similar procedure is used for the overall volume fader
of the harmonies for which we use a dB scale mapping to
approximate the behaviour of the human auditory system. We
use the SuperCollider class XFade2 as a cross-fade knob to
control the dry/wet ratio used for the reverb and delay effects.

C. Communication protocols and architecture

To switch between patches, we use a simple MIDI controller
where we assign each pad to a patch by changing the necessary
parameters. In addition to the patches mentioned above, we
use one pad as an ON/OFF toggle button and another pad as
a bypass for the harmonic voices.

The user interface is hosted as a web page/application in an
Express server, the connection is set up through the framework
Socket.idﬂ All the control parameters mentioned above are
computed on the laptop running the Handmonizer main engine
and then sent to the server (remote host performing the ma-
chine learning calculations). The server, writes the parameters
in OSC messages and forwards them to SuperCollider.

The hand motion recognition features are sent to SuperCol-
lider as OSC messages in real time and are used to control
different parameters that define the harmonizer’s performance.
As described before, The palm centroid is tracked into the 3D
domain as r. = [, Ye, 2.]T. We use the x, coordinate in
order to add more harmonized voices as we move from left to
right. The selection of the voices is mapped by subdividing
the screen into two or three, depending on the number of
chosen harmonics, columns of equal size. Each time the user
visits a new column, another harmonic voice is added. The
screen is also divided into two rows, such that the upper

Whttps://socket.io/
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TABLE I: Evaluation questionnaire provided to the artist. Some questions ask both a grade and a comment while a few of

them are open questions.

| Question | Grade | Answer |

(1) Playability: How much control do you feel that you have | 8/10 1 still depend on the presence of an expert to manage it.

over the tool while using it?

(2) Learnability: How easy was learning to use it? 9/10 It takes a little practicing, but the use is pretty intuitive, so
very good.

(3) Expressiveness: How much does it help you to enhance | 9/10 With some practice the result could be amazing!

your creativity and express your musical intention?

(4) Enjoyability: How enjoyable was your experience while | 9/10 Very enjoyable. I need practice.

using the Handmonizer?

(5) Novelty: How much novelty does it introduce to your | 10/10 The use of hand movements instead of just pressing buttons

performance? and turning knobs is pretty new and enjoyable for me. I move
a lot while improvising!

(6) Effectiveness: How much does this tool manage to solve | 8/10 The problem for me is still to enhance the previous, pretty

the issue with your previous setup? analog setup! Other than that, it opens up a different field of
action, pretty liberating!

(7) Sound quality: Rate the perceived sound quality obtained | 9/10 The perceived sound quality is very good. I still need to bridge

through the Handmonizer setup. some gaps with the previous setting with practice.

(8) How much were we able to understand your needs and | 9/10 Very good job in this sense! We have been in touch and

fulfill them? consulting each other on every step of the way.

(9) How much were we able to improve the Handmonizer | 10/10

following your feedback after the first workshop?

(10) Can you describe your experience of being involved in It has been a very inspiring experience. Still a work in

the development of your own custom instrument (expecta- progress for me, having to create instantly, improvising, new

tions, results, impressions)? soundscapes. I hope to be able to use it in live performances.

(11) How confident would you feel using it in a live perfor- | 7/10 I will need the presence of an assistant. I am not a "nerd,”

mance? but an intuitive musician. It would be reassuring to have
somebody able to manage more complex issues.

(12) What are the main limitations that you would face if you As I said, I am afraid of dealing with the setup and possible

had to use the instrument on your own? issues, having for instance to re-launch the system in case of
problems.

(13) What should we carry on doing, and what could we To describe technicalities is a bit out of my strict competence.

do better, in order to work with artists like you to develop My wish is that the system becomes pretty “stable,” so to

cutting edge performance technologies that you would use on become more and more independent from the help of others.

concerts? I guess this is something that any creative artist would wish
for himself/herself. But please, carry on doing "hands-on”
work with artists!

one corresponds to harmonic voices higher than the original
voice and the bottom one to lower harmonics. We can thus
imagine the screen as divided into two rows where the upper
row represents the high octave harmonics and the bottom row
represents the low octave harmonics. All these changes in
number of voices and octaves are mixed together in a smooth
way as explained previously, so that the artist can explore
different sounds without any abrupt changes that would impact
any sense of flow.

D. Additional Controls

Another feature used is the palm length represented by the
white line depicted in Fig. [T} This feature is mapped to the
harmony fader using a dB scale to control the volume of the
shifted voices. There are two ways to exploit this feature. The
first and most intuitive way is to open and close the hand
in order to turn on or off the device, while the second one
is to move our hand back and forth to change the volume
mix of the harmonized voices with the lead one. If the artist
wants to emphasise the harmonic voices they can simply move
their hand closer to the camera, if they wants to fade out the
harmonies they only needs to gently close their hand.

Finally, we use the hand orientation as an imaginary knob
that controls the dry/wet level of the reverb or delay effects.
When we keep our hand straight we have a fully dry signal
(e.g.: no effect). While instead, if the hand is rotated either left
or right it is possible to change the amount of the wet signal
and decrease the amount of the dry signal using a cross-fade
effect.

IV. TESTING AND EVALUATION

In this section we describe the evaluation procedure per-
formed in order to understand how the custom-design of a
DMI is beneficial to the musician. In Fig. [3|we presented some
photos of Maria Pia De Vito testing the Handmonizer during
our collaborative workshops. In order to properly evaluate
the instrument and to understand the nature of the artists
experience in co-designing with us and the resulting musical
experience itself, we designed a questionnaire following the
typical DMI evaluation methodologies [30f, [31] focusing
our attention on the final singer’s performance and on the
ability of the system to fulfill the specific initial ambitions
and constraints. Since “there is no one-size-fits-all solution to
evaluating DMIs” [32] it is hard to adopt an evaluation strategy
consistent with similar type of works. Instead, we opted to de-



sign the questions by both analyzing some constructs typical of
the DMI research community (e.g. playability, expressiveness,
effectiveness, etc.) and by inserting some questions analyzing
the specific case considered in our scenario, specifically the
human-centered design procedure of the Handmonizer. On
some questions we asked the artist to provide simple grade
from O to 10 and a short comment, while on others she was
asked to provide a longer feedback, by answering to open
questions.

The questionnaire and the answers are contained in Table

The answer to the questionnaire provide extremely useful
feedback that could be applied in any future project looking
to design of digital musical instruments. Specifically, they
demonstrate that the personalize human-centered design is
appreciated by the artist which feels as part of the whole
instrument creation procedure, suggesting that focusing on the
artist needs is a viable and desirable option when designing
DMIs. While the questions proposed in Table |I| are specific
to the work presented in this paper, we believe that the focus
on aspects concerning the relationship of the artist with the
instrument would be useful to the wider DMI-making com-
munity. For example, understanding if not only the instrument
is easy to use, but also if it suits the needs of the artist (cfr.
question 8) is an important aspect which we believe should be
one of the main focuses when designing DMIs.

During the two workshops, we noticed just how quickly
the artist learned to interact with the tool and within a few
trials she was able to come up with extremely interesting vocal
solos. She was not impeded by the interaction provided by the
Handmonizer, instead she was stimulated to find new ideas and
patterns by moving freely her hand.

V. CONCLUSIONS

In this paper, we have presented the design of a hand-
controlled digital musical instrument, specifically tailored for
the Italian jazz singer Maria Pia De Vito. The interesting
aspect of our approach is that the design of the instrument is
not made by the creators of the instrument, but instead is based
on a human-centric design approach by following from start
to finish by the guidelines provided by the musician, starting
from the conceptualization of the instrument and continuously
adapting it according to her requirements.

We have explained in detail how we approached the design
steps, and how we centred-staged the needs of the artists
and were continually open to discussion with, and feedback
from, the artist. We also presented the methodology used
in order to build the Handmonizer in terms of technology
and architecture. The instrument can be described as a fully
working harmonizer which is controlled by following the
hand gestures of the musician. Through a questionnaire and
discussions with the singer, we evaluate the effectiveness of
the Handmonizer and of the chosen special-purpose design
procedure.

There are a number of technological improvements that
could be made in order to make the Handmonizer more usable,
specifically, right now it is difficult for the artist to run the

application on her own. To solve this problem, now the singer
is supposed to have a technician to set-up and run the tool,
while future developments will include the development of a
standalone tool. However, we believe that this work shows that
a possible path for the future creation of DMIs might not be
focused on general-purpose design techniques, but, instead on
the creation of instruments that are specifically personalized
for the requirements of the artist, which in our opinion is
a very promising way of fruitfully merging the power of
the DMI technology with the subjective needs posed creative
endeavours of the artists.
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