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Bias audit laws: how effective are they at preventing bias in 
automated employment decision tools?
Airlie Hilliarda,b, Ayesha Gulleya, Adriano Koshiyamaa and Emre Kazima

aHolistic AI, London, UK; bInstitute of Management Studies, Goldsmiths, University of London, London, UK

ABSTRACT  
Automated employment decision tools use machine learning, artificial 
intelligence, predictive analytics, and other data-driven approaches to 
enhance candidate experiences and streamline employment related 
decision-making, allowing human resources to be concentrated 
where they are needed most. However, the use of these tools 
without appropriate safeguards has resulted in a number of high- 
profile scandals in recent years, particularly in regard to bias. 
Accordingly, lawmakers have started to propose laws that require 
bias audits of automated employment decision tools to examine 
their outputs for subgroup differences. The first of its kind was 
New York City Local Law 144, but other US states have since 
followed suit. In this paper, we examine the concerns about the 
effectiveness of this and other similar laws, including the suitability 
of metrics, the scope of the law, and low levels of compliance. We 
conclude that despite the law being a good initial first step towards 
greater transparency around automated employment decision tools 
and reducing bias, examining outcomes alone is not sufficient to 
prevent bias elsewhere in the tool. Moreover, effective bias 
prevention will require a multidisciplinary approach that combines 
expertise in IO psychology, law, and computer science to develop 
appropriate metrics and maximize the enforceability of such laws.
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1. Introduction

Automated tools are increasingly transforming human resource management processes, 
with a quarter of businesses reporting using intelligent automation to support their 
human resource functions (Maurer 2022). These tools can be used for a variety of 
human resource processes including attracting and sourcing candidates (Borisova et al. 
2019; Said 2023), onboarding (Said 2023; Sambare et al. 2022), and even appraisals (Pal-
shikar et al. 2019). Some of the most common applications of these tools, however, are for 
making hiring and promotion decisions. Termed automated employment decision tools 
(AEDTs), these solutions use technologies such as artificial intelligence, machine learning, 
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statistical modeling, and data analytics to make predictions and recommendations about 
a candidate’s fit or performance based on input data.

AEDTs include automated video interviewing tools that make inferences about candi-
date fit or personality using verbal and non-verbal cues extracted from video interviews 
(Hickman et al. 2021), algorithmically scored image-based assessments (Hilliard et al. 
2022a, 2022b; Leutner et al. 2017), and game-based assessments of constructs such as cog-
nitive ability (Leutner et al. 2023). These alternative assessment formats are often used due 
to their potential to improve the candidate experience by increasing engagement and 
offering greater immersion (Kato and Kato 2017; Leutner et al. 2021; Lieberoth 2015), redu-
cing test-taking anxiety (Kato and Kato 2017; Leutner et al. 2021; Leutner et al. 2023; 
Mavridis and Tsiatsos 2017; Smits and Charlier 2011) They can also offer increased flexibility 
since candidates typically interact with them using their own device at a convenient time.

The design, development, and deployment of these tools inherently involve interdisci-
plinary teams that combine expertise from multiple domains (Tippins, Oswald, and 
McPhail 2021). For example, industrial-organizational (I-O) psychologists are required to 
conduct a job analysis to identify the relevant traits and competencies to measure to 
predict performance in a particular job and ensure that assessments are grounded in 
psychological theory (Society for Industrial and Organizational Psychology 2018). On 
the other hand computer scientists are needed to create the algorithms to score the 
assessments. As such, the two disciplines must intersect to develop the associated docu-
mentation for the AEDT that details its design and development process and steps taken 
to examine its validity.

In this paper, we survey some of the ethical and legal concerns about AEDTs and the 
legal action that has been brought against them under existing laws. We then examine 
the emerging requirement to commission bias audits of AEDTs to ensure their legality 
and fairness. Specifically, we examine how the first law of its kind to require such 
audits, New York City Local Law 144, has set the precedent for bias auditing of AEDTs 
and how it has snowballed, influencing the proposal of similar laws across the East 
Coast of the United States. Within this, we examine the effectiveness of auditing the out-
comes of AETs for bias and the proposal for a more comprehensive approach in New York 
State, discussing the implications this may have for compliance. We conclude that while 
the existing bias audit laws are certainly a step in the right direction towards the fairness 
and transparency of AEDTs, in their current form, they are not sufficient to completely 
prevent bias. As such, we recommend that interdisciplinary collaboration is needed to 
bring together expertise in law and compliance, I-O psychology, and policy to strengthen 
the impact of and compliance with similar laws in the future.

2. Ethical and legal concerns about AEDTs

Concerns about the novel risks that algorithms and automation can pose have been 
raised across sectors and applications, for example, about the explainability and transpar-
ency of algorithmic tools compared to human decision-making (Tippins, Oswald, and 
McPhail 2021). Moreover, when transparency efforts are made, in terms of providing 
explanations of the tools and the data they use, this can exacerbate concerns about 
the tools due to privacy concerns (Langer et al. 2021). This could question the extent 
to which informed consent could be granted if there is a lack of understanding about 
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what the tool does and the data it collects. This is particularly a concern since AEDTs can 
use non-traditional data sources and make unintuitive connections between datapoints.

Moreover, there are concerns about AEDTs resulting in biased outcomes since there 
are several possible sources of bias within the lifecycle of the tool(Society for Industrial 
and Organizational Psychology 2018; Tay et al. 2022; Tippins, Oswald, and McPhail 
2021).. For example, if the models used to score the tools to provide predictions and rec-
ommendations are trained on prior human judgments and those judgments were biased, 
then the models are likely to perpetuate and even amplify these biases (Tay et al. 2022). 
Unrepresentative training data can also result in bias if algorithms are applied to popu-
lations they are not optimized for. Additionally, the interface of the tool could be proble-
matic for those with disabilities if accessibility was not considered in the design process 
(Tippins, Oswald, and McPhail 2021).

These are not merely concerns, though; these issues have been realized several times over 
the past decade from the use of AEDTs without the appropriate safeguards. The most infa-
mous example of this is arguably Amazon’s scrapped resume screening tool, which was 
trained on the resumes of previous applicants for technical positions at the company over 
the past ten years. Given the fact that the training data was made up of mostly male appli-
cants, the algorithm penalized the resumes of female applicants that had the word ‘women’s’ 
in their resume since it was not optimized to screen female resumes and ‘women’s’ was not a 
term that was used by the resumes of male applicants (Dastin 2018). However, it is important 
to note that this bias against female applicants was recognized before the tool was deployed, 
so it did not have an actual negative impact, only a potential one.

3. AEDTs and the law

There have also been a number of legal cases in recent years that highlight how existing 
laws can be applied to AI and automated systems. For example, a legal complaint 
against video interview and assessment provider HireVue alleged that the company vio-
lated Section 5 of the FTC Act of 1914, which prohibits unfair or deceptive acts or practices, 
through the use of facial recognition (Electronic Privacy Information Center 2019). The use 
of this technology also led to concerns about the implications it could have for disabled 
applicants. As a result of the complaint, HireVue removed facial analysis from their algor-
ithms, since advances in natural language technology meant that algorithm performance 
was maintained even with the removal of facial recognition (Kahn 2021; Zuloaga 2021).

Moreover, there is currently an ongoing legal complaint against applicant tracking 
system provider Workday due to alleged racial, disability, and age discrimination 
(Mobley vs Workday, Inc. 2023). Plaintiff Derek Mobley, a Black man over 40 with 
anxiety and depression, claims he was repeatedly rejected for jobs using Workday’s AI- 
driven screening tool despite having a Bachelor’s and Associate’s degree, although 
Workday asserts that the case is without merit and submitted a motion to dismiss the 
case at the end of 2023 (“Mobley v Workday, Inc. (4:23-Cv-00770)” 2023). This resulted 
in the dismissal of the case in January 2024 (Mobley v Workday, Inc. (3:23-cv-00770- 
RFL) 2024a), prompting Mobley to file an amended complaint in February 2024 
(Mobley v Workday, Inc. (3:23-cv-00770-RFL) 2024b). The EEOC has also weighed in on 
the complaint with an Amicus brief (EEOC 2024) that confirms that Workday meets the 
criteria for an employment agency, as stated in Mobley’s complaint. However, in a 
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ruling on 12 July 2024, the court dismissed claims that Workday is an employment agency, 
while it did uphold Workday as an agent with liability and gave Mobley 21 days to file an 
amended complaint (Mobley v Workday Inc. (3:23-cv-00770-RFL) 2024c). At the time of 
writing, the lawsuit is still ongoing.

While these examples illustrate seemingly unintentional bias and discrimination, auto-
mated systems can also be configured to automatically reject candidates based on 
specific criteria, such as their age. Indeed, the EEOC in the US recently announced a 
$365,000 settlement with iTutorGroup as part of a discrimination lawsuit (EEOC 2023). 
The group, which represents three companies providing English tutoring services to stu-
dents in China, was found to be using an automated tool to automatically reject appli-
cants based on their age. Specifically, the application software configured to reject 
female applicants aged 55 or older and male applicants aged 60 or older. This violates 
the Age Discrimination in Employment Act of 1967, which protects those aged 40 and 
over against discrimination in employment decisions.

Moreover, the fact that existing laws apply to AI is something that has repeatedly been 
emphasized by Federal agencies and regulators in the US. This includes the EEOC, which 
released a ‘technical assistance document’ titled Assessing Adverse Impact in Software, 
Algorithms, and Artificial Intelligence Used in Employment Selection Procedures Under Title 
VII of the Civil Rights Act of 1964 in May 2023. The document outlined the need for employ-
ers to regularly assess their algorithms for bias and discrimination, and to ensure they 
carry out due diligence when acquiring third-party tools from vendors to ensure there 
are robust mechanisms in place to monitor for, identify, and mitigate bias resulting 
from AEDTs, stressing the fact that Title VII of the Civil Rights Act of 1964 still applies 
to AI-driven tools. This Title is enforced by the Uniform Guidelines on Employee Selection 
Procedures (EEOC 1978), which requires employers to carry out adverse impact analyses 
to compare selection rates based on race, sex, or ethnic group. Specifically, the 
Uniform Guidelines endorses the four-fifths rule as a metric for determining adverse 
impact, where the selection rate of one subgroup should not be less than four-fifths of 
the selection rate of the group with the highest rate. Here, selection rates refer to the pro-
portion of each group that is hired, promoted, or otherwise selected (EEOC 1978). 
However, the Uniform Guidelines note that violations of the four-fifths rule might not indi-
cate an adverse impact for small sample sizes, so the metric is widely referred to as a rule 
of thumb (EEOC 1979).

4. Legislation is codifying the need to audit AEDTs

The pervasiveness of AEDT incidents highlights that due to the novel risks that AI and 
algorithms introduce, existing laws may not be sufficient to fully prevent AEDTS from 
resulting in biased employment decisions. Accordingly, a number of AI-specific laws 
have been introduced in recent years. For example, the European Union’s Artificial Intelli-
gence Act– which was first proposed by the European Commission in April 2021 (European 
Commission 2021) and published in the Official Journal of the EU on 12 July 2024 (Euro-
pean Parliament and Council of the European Union 2024) ahead of its entry into force on 
1 August 2024 – takes a horizontal approach and imposes obligations across key high-risk 
applications of AI, including in employment decisions. There is also an increasing focus on 
AEDTs specifically, with bias audit laws being introduced and enforced in the US. Such 
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laws require independent, impartial evaluations of the tools to examine whether they 
result in unequal outcomes. Therefore, bias audits can be thought of as third-party 
adverse impact analyses.

4.1. New York city’s precedent for bias audit laws

The first law of its kind in the world was New York City Local Law 144 (The New York City 
Council 2021), which mandated bias audits of AEDTs used by employers and employment 
agencies to evaluate employees for promotion or candidates for employment in New York 
City. Here, an automated employment decision tool (AEDT) is defined as a computation 
process that is derived from machine learning, statistical modeling, data analytics, or artifi-
cial intelligence that is used to issue a simplified output, such as a score, classification, or 
recommendation. This simplified output is used to substantially assist or replace discre-
tionary decision-making. Specifically, machine learning, statistical modeling, data ana-
lytics, or artificial intelligence refer to a group of mathematical, computer-based 
techniques used to generate a prediction or classification, where a computer is used at 
least in part to identify the inputs, relative importance of such inputs, and other par-
ameters to improve the accuracy of the model. Further, for an AEDT to substantially 
assist or replace discretionary decision-making, it must be the only factor considered to 
make decisions, must be the most important factor, or must be able to override decisions 
made based on other factors, including human decision-making.

The law was first proposed in February 2020 and passed in December 2021, due to go 
into effect from 1 January 2023. However, in September 2022, the regulator responsible 
for enforcing Local Law 144, the Department of Consumer Protection, published rules for 
enforcement (hereafter referred to as the Rules) and held a public hearing in November 
2022. The public response to the Rules raised a number of concerns, including the 
definition of an AEDT and the metric proposed for conducting bias audits.

4.1.1. Bias audit metrics
In its Rules, the DCWP proposed two metrics; one for categorical tools and one for con-
tinuous tools that result in an output such as a score or rating. While the categorical 
metric was the same as the four-fifths rule – although the Rules do not specify that the 
four-fifths threshold should be used to determine whether bias is occurring — the con-
tinuous metric took the average score for subgroups and divided it by the average 
score of the group with the greatest average, as can be seen below.

Average score of a subgroup
Average score of the highest scoring subgroup 

This metric proved to be controversial for many reasons (for a summary see (Groves et al. 
2024), including the fact that it was not a suitable metric for non-normal distributions, 
where bimodal distributions with two peaks could result in instances of bias being 
missed, depending on the cutoff score used (Zannone and Filippi 2023).

As such, the DCWP published a second version of its Rules in December, where it 
revised the metric for continuous systems such that scores would be binarised based 
on the median score for the data set being audited. Based on this new metric, those 
scoring above the median would be considered as passing and those below as failing. 
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Using this so-called scoring rate, the same calculation is carried out as the categorical 
system – the scoring rate of each group is then divided by the scoring rate of the 
group with the highest rate, as can be seen below.

Scoring rate of a subgroup
Scoring rate of the group with the highest scoring rate 

Again, seemingly extrapolated from the four-fifths rule of thumb metric – except without 
the requirement to use the .80 threshold to determine if bias is occurring. However, 
research by Filippi et al. (2023) using real recruitment data indicated that using the 
median score as a threshold still may mask some subgroup differences. Indeed, by com-
paring the binarization of scores based on the dataset mean, dataset median, and the 
threshold used by the recruitment company, the study found that using the mean did 
not result in the identification of any subgroup differences using the four-fifths threshold, 
while the threshold used by the company resulted in the identification of lower pass rates 
for black and two or more ethnicity groups. The median threshold, proposed by the DCWP 
Rules, identified a lower passing rate for black candidates, but did not identify the lower 
rate for the two or more ethnicities group (Filippi et al. 2023). In short, identified subgroup 
differences can vary depending on the threshold used. While standardizing the use of the 
median score as a threshold does provide standardization for audits, which will aid inter-
pretability, employers or employment agencies may not use the median score as a 
threshold in practice. Thiscould result in the bias audit identifying group differences 
that would not be present when used to make real-life decisions, or missing group differ-
ences that may be present in practice, because of the use of different evaluation 
thresholds.

Irrespective of these concerns this metric for regression was adopted in the DCWP’s 
final Rules (DCWP 2023a), which were published in April 2023, when the final enforcement 
date of 5 July 2023 was announced.

4.1.2. Transparency and notification rules
The final Rules also confirmed requirements for the publication of a summary of the 
results of the audit and notifications required for candidates and employees. According 
to these Rules (DCWP 2023a), the summary of results must contain: 

. The source and explanation of the data used to conduct the bias audit

. The number of applicants in each category and applicants not included in the analysis 
due to missing demographic data

. The distribution date of the tool and the date of the audit

. Whether any categories were excluded from the analysis due to a small sample size, 
representing less than 2% of the data

. The impact ratios for standalone and intersectional groups

This summary must be updated with the latest annual audit and is required to be kept 
online for at least six months after the tool is retired. The requirement can be met by 
hyperlinking to a report on the employment section of the employer or employment 
agency’s website in a clear and conspicuous manner.
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Moreover, notifications must be provided to employees or candidates at least ten 
working days before the tool is used to evaluate them. This notice can be provided to can-
didates through the employment section of the website in a clear and conspicuous 
manner, in a job posting, or through mail or e-mail. Similarly, notice can be given to 
employees in a written policy or procedure, in a job posting, or via mail or e-mail. Such 
notice must contain information on: 

. How the AEDT will be used and the job qualifications and characteristics it will consider 
in generating a simplified output

. The type and source of data collected by the AEDT

. Instructions on how to request accommodations or an alternative selection procedure

. The AEDT data retention policy.

4.1.3. Final bias audit process
Per the final Rules (DCWP 2023a), the bias audit process can be summarized as follows: 

1. Identify an independent auditor – auditors must be an impartial entity to the 
employer, employment agency, or vendor; they cannot have been involved in using, 
developing, or distributing an AEDT. Auditors also cannot have an employment 
relationship with the employer or employment agency or have a direct or material 
indirect financial interest in the employer or employment agency using the AEDT or 
the vendor that developed or distributed the AEDT.

2. Provide the appropriate data – employers or employment agencies must provide 
output data from the tool, including the corresponding sex and race/ethnicity of can-
didates. The required sex/gender categories are male and female (and optionally 
other), and the required race/ethnicity categories are Hispanic or Latino, White, 
Black or African American, Native Hawaiian or Pacific Islander, Asian, Native American 
or Alaska Native, and two or more races. 

. This data should be real-life (historical) data as far as possible. The historical data 
used to conduct a bias audit may be from one or more employers or employment 
agencies that use the AEDT. As such, vendors may commission a bias audit on 
behalf of their clients, who can all rely on the same report.

. If an employer or employment agency has not yet used the tool to contribute data 
to be audited, they may rely on a bias audit of an AEDT that uses the historical data 
of other employers or employment agencies.

. Alternatively, employers that do not have historical data can collect ‘test data’. This 
is not defined in any detail in the final Rules, but may take the form of panel data 
for example, where the tool is used to evaluate participants, who also provide 
demographic information. This practice is common in I-O psychology in the vali-
dation of tools before they are deployed.

3. Conduct the bias audit – independent auditors use the DCWP-specified metrics to 
conduct a bias audit of the provided output data for both standalone categories 
(e.g. male vs female) and intersectional categories (e.g. white female vs black 
female). Cases that are not associated with the required demographic data can be 

INTERNATIONAL REVIEW OF LAW, COMPUTERS & TECHNOLOGY 7



removed from the analysis, as can groups representing less than 2% of the data, pro-
viding this is indicated in the summary of results.

4. Create the summary of results and implement notification procedures – the 
required summary of results may be provided by auditors or may be created by 
vendors/employers/employment agencies themselves based on the outcome of the 
audit. Since notifications are not required to provide information on the results of 
the audit, notifications can be prepared while the audit is ongoing.

However, practitioners and experts report that the final Rules and required auditing 
methodology fall short of the spirit of the law and fail to protect job applicants from 
biased AEDTs in practice (Groves et al. 2024). Some of the points of contention include 
whether the notification will indeed help applicants to make more informed decisions 
about their application to roles (Groves et al. 2024), particularly because Local Law 144 
bias audits do not require that AEDTs ‘pass’ the audit – just that they have one. Moreover, 
although the notification must provide instructions on how to request an alternative pro-
cedure or accommodation, Local Law 144 does not require this request to be met (DCWP 
2023a), although this may have implications under other equal opportunity laws (Equal 
Employment Opportunity Commission 2022), such as the Americans with Disabilities 
Act (1990). Furthermore, since auditors purely are required to be independent and do 
not have to meet any other specific criteria or become qualified, this could see users of 
AEDTs receiving differing levels of expertise and services from auditor to auditor 
(Groves et al. 2024).

4.2. Other AEDT bias audit laws

Since being passed, Local Law 144 has seemingly inspired a number of laws to be pro-
posed in the US at the state level, which we compare in Table 1. For example, 
New York has proposed two laws, AB567 and AB7859, which could be argued to be equiv-
alent to Local Law 144 when combined. AB567 requires annual impartial ‘disparate impact 
analyses’ of AEDTs, along with the publication of the summary of results of the bias audit, 
while AB7859 requires notification for the use of AEDTs in the state, essentially having the 
same requirements as Local Law 144 when combined. Moreover, Pennsylvania has 

Table 1. A comparison of automated employment decision tool bias audit laws in the US.

Law Liability Bias audit required Notification required
Summary of results 

required

NYC Local Law 144 Employer Independent, impartial bias  
audit of outcomes

At least 10 working 
days prior to use

Publicly available online

New Jersey S1588 Vendor Impartial evaluation of  
outcome

Notification within  
30 days of use

Available to purchaser

Pennsylvania HB1729 Employer Impartial, independent bias audit At least 10 days prior  
to use and obtain 
consent

Publicly available online

New York S7623 Employer Impartial, independent bias audit  
that examines output, tool 
validity, proxy features, and 
training data

At least 10 days prior 
to use

Publicly available

New York AB7859 Employer No At least 10 working  
days prior to use

No

New York AB56 Employer Impartial disparate impact analysis 
of outcomes

No Publicly available online
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introduced HB1729, which again requires annual, independent bias audits of AEDTS and 
the publication of a summary of the results of the bias audit and notification.

New Jersey, on the other hand, has introduced S1588. This law is a carry-over of AB 
4909, which was first proposed in December 2022. In contrast to the previously discussed 
laws, the New Jersey law places liability on vendors of AEDTs instead of the employers and 
employment agencies that use them. Nevertheless, the requirements of S1588 are similar 
to those of Local Law 144 in that it requires annual disparate impact analysis of AEDTs, 
requiring vendors to offer this to clients at no additional cost.

With a perhaps more comprehensive approach than these laws, in August of 2023, 
New York introduced S7623 to restrict the use of electronic monitoring and AEDTs by 
employers and employment agencies, where an AEDT is defined similarly to Local Law 
144 as: ‘any computational process, automated system, or algorithm utilizing machine 
learning, statistical modeling, data analytics, artificial intelligence, or similar methods 
that issue a simplified output, including a score, classification, ranking, or recommen-
dation, that is used to assist or replace decision making for employment decisions that 
impact natural persons’. Here, employment decisions cover wages, benefits, other com-
pensation, hours, work schedule, performance evaluation, hiring, selecting for recruit-
ment, discipline, promotion, termination, job content, assignment of work, access to 
work opportunities, and productivity requirements.

As well as setting out requirements reminiscent of the now-dead California Workplace 
Technology Accountability Act (Hilliard et al. 2023), S7623 makes it illegal to use an AEDT 
unless it has been subject to an independent, impartial bias audit within the past year. 
However, the bias audits required by the New York Law go beyond previously proposed 
requirements;the audit must identify and describe attributes and modeling techniques 
that the tool uses to produce outputs. Users must also note whether they are scientifically 
valid ways of evaluating performance or the ability to perform essential job functions.

Bias audits must also examine whether these attributes could function as a proxy for 
protected characteristics, as well as evaluate the training data for any disparities and 
how they might result in disparate impact. Moreover, the bias audits should recommend 
any necessary mitigations and evaluate how the tool may impact accessibility for those 
with disabilities. Employers and employment agencies must support these efforts by 
retaining pertinent documentation. As well as a comprehensive audit, S7623 requires 
notifications similar to those required by Local Law 144. Notifications must be given to 
employees and candidates at least ten business days before the use of the tool, in 
addition to meaningful human oversight of the use of AEDTs.

5. How effective are bias audits at preventing bias?

These bias audit laws make a notable contribution to greater transparency around the use of 
AEDTs and their capabilities through the required notifications and publications of summaries 
of results. They are,therefore, a step towards more informed consent for the use of AEDTs. 
However, whether or not they are effective at preventing bias from AEDTs is less clear.

5.1. Implications of assessing the outcomes of AEDTs

Indeed, there are longstanding concerns about the usefulness of the four-fifths rule, with 
legal concerns being raised in the same year as the publication of the uniform guidelines 
(Rubin 1978). Issues with the metric include a lack of reliability for small sample sizes, as 
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noted in the guidelines, and the fact that the metric can contradict other adverse impact 
metrics such as the two standard deviations rule (Morris and Lobsenz 2000), which can be 
favored over the four-fifths rule by US courts (PSI 2018). Given the fact that the metric for 
calculating impact ratios under Local Law 144 seemingly extrapolates from the four-fifths 
rule, these concerns also transfer to bias audits of AEDTs. Indeed, despite being updated 
in the second and final versions of the Rules, the regression metric has raised concerns 
about how well it can handle data with certain distributions, such as in the case of 
bimodal distributions where there are two peaks in scores. Since the regression metric 
divides the dataset in half, where the lower half ‘fails’ and the upper half ‘passes’, the 
metric can fail to detect bias at certain thresholds of the distribution of scores is not 
normal (Filippi et al. 2023).

Notwithstanding issues with the metric itself, bias audits solely focused on the outputs 
of AEDTs could fail to detect biased treatment. For example, several approaches to miti-
gating bias have been proposed in the machine learning field, typically categorized as 
pre-processing, in-processing, or post-processing (Raghavan and Barocas 2019): 

. Pre-processing – Transforming the input data or training data to minimize its relation-
ship to protected attributes while maximizing similarity to the original data

. In processing – Introducing constraints to penalize the use of protected attributes to 
make predictions

. Post-processing – Outputs are adjusted to weaken the relationship to subgroup 
membership

Some approaches to bias mitigation could be particularly problematic in social appli-
cations of AI and algorithms where predictions are made about humans instead of objects 
(Mullainathan and Obermeyer 2017). This is because post-processing approaches can 
require prediction labels to be changed for some individuals so that the distribution of 
outcomes is more equal across groups. For example, Calders, Kamiran, and Pechenizkiy 
(2009) proposed a post-processing approach to achieving independence of predictions 
and protected attributes where some data labels in the training are changed, or mas-
saged, such that the model makes predictions that are no longer dependent on the pro-
tected attribute. When applied to recruitment, if in the training data, more males are 
recommended than females to progress to an in-person interview, the designation for 
some males is changed to the negative condition and some females changed to the posi-
tive condition so that the distribution is more equal. However, changing scores based on 
subgroup membership is illegal in the US under the Civil Rights Act of 1991, so, although 
only the training data is being altered and not the predictions, the legality of this 
approach when used for social applications could be questioned and could spark con-
cerns about disparate treatment. As such, a bias audit solely focused on the outcome 
with limited details on how predictions are made or the model is trained would be unli-
kely to detect this.

Moreover, NYC Local Law 144 requires bias audits against sex and race/ethnicity at a 
minimum, as required for adverse impact testing under the Universal Guidelines. 
However, the use of technology could also pose bias based on age, with older adults 
reporting less technology self-efficacy compared to younger adults (Ellison et al. 2020) 
and taking a more formal approach to video interviews than younger adults (McColl 

10 A. HILLIARD ET AL.



and Michelotti 2019). Moreover, given that technology might result in disability discrimi-
nation, the EEOC has issued guidance on how to ensure compliance with the Americans 
with Disabilities Act while using AEDTs (EEOC 2022). However, bias audits focusing on only 
sex and race/ethnicity might overlook this. As such, there is a need for more comprehen-
sive approaches that examine more elements of the design and development of AEDTs, 
not just the deployment and outcomes. Given that the approach of New York S7623 
requires examination of a wider range of data and covers multiple points in the lifecycle 
of a tool, touching data collection, model features and training, and deployment, it is 
more likely to capture disparate treatment and issues with model optimization compared 
to the outcome audit required by Local Law 144.

5.2. Effectiveness requires compliance

Although the New York law seeks to require a more comprehensive bias audit of AEDTs in 
comparison to other laws, it is essential to remember that a law can only be effective if it is 
complied with. Indeed, a recent study investigating Local Law 144 compliance found that 
of a sample of 391 employers, only 8 posted audit reports and 13 posted transparency 
notices within the first week of the law being enforced (Wright et al. 2024). While a 
first instinct might be to justify this by pointing out the fact that Local Law 144 is a 
Local Law, it does have global implications given that it applies to employers and employ-
ment agencies using the tools in the City, and therefore can have global implications for 
any employer hiring or promoting using AEDTs in New York City.

One reason for the seeming lack of compliance with Local Law 144 could be the narrow 
definition of ‘to substantially assist or replace discretionary decision making’. According to 
the Rules, (DCWP 2023a), substantial assistance means the tool is (i) the only factor con-
sidered, (ii) is weighted more heavily than any other factor, (iii) or is used to override 
decisions based on other factors. Indeed, in the law text, the definition of an AEDT is 
wide and likely to capture many tools. However, the way in which the Rules define key 
terms within this definition significantly narrows the scope and allows many employers 
and employment agencies to argue that they are not covered by the law since many 
AEDTs are designed to support human decision-making instead of making the decisions 
themselves. Further, while the law text stated that it covered AEDTs used to evaluate can-
didates or employees that reside in NYC, the FAQs on the law (DCWP 2023b) clarify that to 
use an AEDT in the city means that the employment agency is based in NYC or the job 
location is in NYC at least part-time or the job is remote but associated with a NYC 
office. As such, fully remote businesses hiring out of New York City, for example, may 
not be required to comply with the law if they do not have an office in the City. As 
such, although it cannot be determined whether the lack of published bias audits is 
due to non-compliance or whether the seemingly deliberate narrowing of the scope of 
the law has left only a very limited number of AEDTs in scope, the lack of bias audits indi-
cates that Local Law 144’s impact may be limited.

Furthermore, the penalties for non-compliance with Local Law 144 are not very large 
compared to other laws (e.g. up to €7 million for the EU AI Act; European Council 2023) at 
$500 for the first violation and $1500 for subsequent violations, where not having a bias 
audit and not providing notice are separate violations. It is also not clear exactly what con-
stitutes a single violation – whether each day of using the AEDT without a bias audit or 
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providing notice is a single violation, or whether this is multiples by the number of can-
didates or employees evaluated by the tool each day. This is not something we condone 
by any means, but take the (albeit unlikely) scenario of an employer that uses an AEDT 
solely for graduate positions and only hires once per year, scheduling assessments over 
a one-week (five business day) period. If the former definition of a violation is used, 
then the penalty will only be $13000 if they do not commission a bias audit or provide 
notice. On the other hand, a bias audit may be much more costly, so the legal team 
might take a calculated risk and make the unfavorable decision to pay any fines (if they 
are even investigated for a suspected violation) rather than commission a third-party 
bias audit– although this could lead to further financial damage through the reputational 
impact of non-compliance. Additionally, since the law has only recently come into effect, 
any precedent for enforcement against violations is yet to be set. Nevertheless, it is often 
the vendor that coordinates bias audits (Wright et al. 2024) since evaluations can be made 
on data aggregated across different employers that use the AEDT (DCWP 2023a). As such, 
it could in fact be the vendor that incurs the cost of the audit, while on the other hand, 
employers themselves would be liable for paying any penalties.

Moreover, given the seeming lack of compliance with Local Law 144, it begs the ques-
tion, how effective would a law like NY S7623 be? Indeed, the New York State law would 
require employers and employment agencies to put themselves in a more vulnerable pos-
ition than Local Law 144, where they not only have to provide the outputs of the tool, but 
also details on the model, features, and training data. Moreover, the text of S7623 does 
not outline any provisions for protecting trade secrets or intellectual property, and it 
has been suggested that certain elements of AI models do not meet the criteria for 
trade secret laws because they may not directly create commercial value by being 
secret (Mylly 2023; Sandeen and Aplin 2022). As such, willingness to comply may be 
impacted. However, the EU Digital Services Act, which requires designated Very Large 
Online Platforms and Very Large Online Search Engines to undergo independent audits 
of their transparency and accountability processes, binds both auditors and the European 
Commission – who audit reports must be sent to – to an obligation of professional secrecy 
in accordance with Article 84 (European Parliament and Council of the European Union 
2022). As such, if passed, enforcement rules for S7623 may follow this example to 
provide greater reassurance that any exposed trade secrets will be considered privileged, 
which may support greater willingness to comply.

5.3. The need for interdisciplinary collaboration

Effective bias audit laws require collaboration from psychologists, computer scientists, 
and policymakers to ensure that metrics are appropriate and effective for the tools 
being evaluated. Some progress has already been made towards this, particularly 
among computer scientists and psychologists. Indeed, IO psychology already has the 
concept of predictive bias, referring to when the same regression line cannot be 
applied to all subgroups, resulting in different subgroups with the same underlying 
ability being predicted different scores (Berry and Zhao 2015; Society for Industrial and 
Organizational Psychology 2018). Similarly, computer science has several definitions of 
fairness centered around ensuring regressions fit different subgroups equally, such as 
equalized odds – which says that the true and false positive rates of subgroups should 
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be equal – and accuracy equality, where the probability of true positives and true nega-
tives is equal for different subgroups (Verma and Rubin 2018).

Combining insights from both fields, Tay et al. (2022) proposed the machine learning 
measurement bias framework for investigating the differential functioning of machine 
learning models in psychometric assessments for different subgroups. While a specific 
metric for measuring machine learning measurement bias was not proposed, the 
framework outlined several ways to measure bias in both the training data and 
model features, providing for a more holistic approach to identifying bias rather 
than solely focusing on the outputs. Moreover, Kazim et al. (2021) provide a framework 
for systematizing holistic algorithm audits of recruitment tools that combines insights 
from computer science and IO psychology, suggesting a range of metrics that can be 
used from each field to test for bias and other key algorithm risks. However, given the 
nascency of algorithm auditing and the disparity between how AEDTs are examined in 
an audit and how they are used in practice, additional research is needed in this field to 
continue to build on this groundwork and provide additional metrics for the evaluation 
of AEDTs.

6. Conclusion

While it can be acknowledged that New York City Local Law 144 has made important 
initial progress towards the fairer and more transparent use of AEDTs and has paved 
the way for future legislation, already resulting in similar laws being proposed in 
other states, it is not sufficient to completely prevent bias from AEDTs alone. A law 
is only effective if it is complied with. In the case of Local Law 144, a low number 
of bias audits have been completed. While this is likely due to employers and employ-
ment agencies working within legal loopholes created by definitions provided in the 
final version of the enforcement rules instead of non-compliance, it highlights the 
limited impact of the law. Indeed, to solve bias in automated employment decision 
tools requires as many employers and employment agencies as possible to take 
action, with Local Law 144 only impacting a small proportion of employers and 
employment agencies in a constricted region. As such, while Local Law 144 has 
perhaps set the precedent, truly solving the problem of bias in outputs requires extra-
territorial laws with a wide scope.

Moreover, solely examining the outputs of systems is not guaranteed to be effective for 
preventing upstream disparate treatment, and the metric for examining outputs itself is 
widely acknowledged to be flawed. As such, we call for increased interdisciplinary efforts 
that combine expertise in law and policy, I-O psychology, computer science, and data 
science in order to maximize the utility of bias audits of AEDTs, ensure that metrics are 
appropriate for different distributions of data, and ensure that different types of bias 
can be identified, as well as to maximize compliance. Nevertheless, we must start some-
where, and Local Law 144 is certainly a good starting point that has set the precedent for 
future action.
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