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  Abstract 

This study introduces BioBERT-RxReadmit, a dual stage model designed to predict 
hospital readmissions using unstructured clinical data from the MIMIC-III dataset. 
The model's name reflects its dual focus: leveraging BioBERT (Bidirectional En-
coder Representations from Transformers for Biomedical Texts) for analyzing 
medical text and Rx, symbolizing prescription and medical intervention, to ad-
dress readmission risks. In the first stage, BioBERT identifies key clinical features 
such as symptoms, diagnoses, and treatments from free-text clinical notes. These 
features are then integrated with the complete clinical text in the second stage, 
where BioBERT is fine-tuned for classification to predict 30-day readmissions. This 
comprehensive approach improves the model's ability to recognize complex pat-
terns in patient data, resulting in improved predictive accuracy. Bi-
oBERT-RxReadmit helps identify high-risk patients more effectively, reducing pre-
ventable readmissions, optimizing healthcare resources, and improving patient 
care, showcasing the transformative potential of advanced NLP models in 
healthcare. 
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1. Introduction  

In recent years, Healthcare AI has emerged as a transformative force within the medical field, profoundly changing 

how patient care is delivered and optimized. This branch of artificial intelligence leverages complex algorithms and 

vast datasets to enhance healthcare providers' ability to predict, diagnose, and manage treatment outcomes. Healthcare 

is a broad and multifaceted field that encompasses various services aimed at promoting, maintaining, and restoring 

health [1]. Using AI technologies, healthcare professionals can analyze large volumes of clinical data, such as elec-
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tronic health records (EHRs), imaging data, and patient histories, generating valuable insights that significantly im-

prove patient management and care pathways. Healthcare AI is defined as the integration of technologies such as ma-

chine learning and natural language processing (NLP) to enhance clinical decision making and patient care, while 

emphasizing the need for ethical frameworks to ensure fairness, accountability, and avoidance of bias [2]. 

One critical application of Healthcare AI is the prediction of hospital readmissions, particularly unplanned ones where 

patients return to the hospital shortly after discharge [3]. These readmissions not only burden healthcare systems by 

increasing costs and straining resources but also impact patient recovery and outcomes. Financially, unplanned read-

missions are costly due to reduced quality of care and increased patient morbidity. Addressing this challenge is essen-

tial for improving value-based care. As a result, the development of predictive models for hospital readmissions has 

become a key focus, especially by using clinical documentation [4].  

Hospital readmissions pose significant risks to patient well-being and impose substantial financial burdens on 

healthcare providers. In the context of value-based care, minimizing unnecessary readmissions is vital to optimizing 

resource allocation and enhancing patient outcomes. Accurate prediction models are crucial for early intervention 

strategies, helping clinicians manage at-risk patients more effectively. Central to the predictive process is clinical 

documentation, which serves as a comprehensive record of a patient’s medical history, treatment plan, and ongoing 

care [5]. High-quality documentation not only facilitates communication among healthcare professionals but also pro-

vides rich datasets for AI-based predictive analytics. This information is essential in identifying patients who are most 

at risk of readmission. 

Central to the effectiveness of AI in healthcare is natural language processing (NLP), a subfield of AI that focuses on 

enabling computers to understand and interpret human language [6]. In healthcare, NLP is indispensable for convert-

ing unstructured clinical notes -which may include physician notes, discharge summaries, and progress reports - into 

structured data that can be analyzed for patterns. Traditional rule-based systems have struggled with such tasks, but 

advanced models like BERT (Bidirectional Encoder Representations from Transformers) [7] and its medical variant, 

BioBERT [8], have proven highly effective in extracting meaningful information from complex textual data. These 

models can identify clinically significant entities, such as symptomatology, drug prescriptions, and temporal expres-

sions, providing a more nuanced understanding of patient health. BioBERT, trained on large biomedical corpora, of-

fers specific advantages in processing medical language. It can extract high-granularity information from clinical 

documentation, assTo illustrate, consider a patient with congestive heart failure who was recently discharged. Clinical 

documentation may include notes about the patient’s medication adherence, follow-up care instructions, and lifestyle 

recommendations. By applying BioBERT to this unstructured clinical text, healthcare providers can identify patients 

at risk of readmission by recognizing patterns such as medication non-adherence or early signs of recurring symptoms. 

These insights enable healthcare systems to tailor post-discharge interventions, such as more frequent follow-up visits 

or remote patient monitoring, thereby reducing the likelihood of readmission. 

To illustrate, consider a patient with congestive heart failure who was recently discharged. Clinical documentation 

may include notes about the patient’s medication adherence, follow-up care instructions, and lifestyle recommenda-

tions. By applying BioBERT to this unstructured clinical text, healthcare providers can identify patients at risk of re-

admission by recognizing patterns such as medication non-adherence or early signs of recurring symptoms. These in-

sights enable healthcare systems to tailor post-discharge interventions, such as more frequent follow-up visits or re-

mote patient monitoring, thereby reducing the likelihood of readmission. 

Central to this research is BioBERT-RxReadmit, a model that combines BioBERT (a variant of the Bidirectional En-

coder Representations from Transformers pre-trained on biomedical texts) with the concept of Rx, symbolizing pre-

scriptions and medical interventions, to address the issue of predicting hospital readmissions. BioBERT is trained on 

large biomedical corpora and excels at processing medical language, allowing it to extract high-granularity infor-

mation from clinical documentation. The model works in two stages: 

• Stage 1: Clinical Entity Extraction: In the first stage, BioBERT is fine-tuned to extract clinically relevant en-
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tities from unstructured clinical narratives, such as symptoms, treatments, medications, and temporal mark-

ers. These entities help the model better understand each patient's clinical history and potential risk factors 

for readmission. 

• Stage 2: Predictive Modelling: After extracting key clinical features, BioBERT is then reused for the classi-

fication task, where both the extracted entities and the full clinical text are utilized to predict hospital read-

missions. This process allows for the creation of more granular and semantically rich representations, signif-

icantly enhancing predictive accuracy. 

By integrating BioBERT with clinical documentation, this study explores how advanced NLP models can transform 

the prediction of hospital readmissions. It addresses the limitations of traditional models by introducing cutting-edge 

techniques capable of processing complex biomedical language and enhancing the semantic richness of predictive an-

alytics. By leveraging both structured and unstructured clinical data, this approach significantly improves the accuracy 

and precision of hospital readmission predictions. Furthermore, it lays the groundwork for broader applications of AI 

in healthcare, particularly in areas requiring sophisticated analysis of unstructured data such as clinical notes. The 

success of the BioBERT-RxReadmit model not only advances predictive modelling but also contributes to more ef-

fective patient care strategies, helping healthcare systems optimize their resources and reduce unplanned readmissions. 

This integration of AI into clinical workflows ultimately aims to improve patient outcomes and foster more proactive 

and cost-effective healthcare solutions.  

The organization of this paper is as follows: The Introduction outlines the challenges of hospital readmissions and the 

potential of AI, particularly NLP, in addressing these issues through the BioBERT-RxReadmit model. Mathematical 

problem definition defines the predictive modelling task mathematically, detailing the BioBERT-RxReadmit model's 

NER, feature representation, classification, and optimization objectives. The Literature Review explores existing 

models for hospital readmission prediction and highlights the gap in handling unstructured clinical data. The Method-

ology details the two-stage process of clinical entity extraction and predictive modelling using BioBERT on the 

MIMIC-III dataset. The Dataset section provides insights into the MIMIC-III dataset, emphasizing its structured and 

unstructured data components. The Evaluation and Results compare the performance of BioBERT-RxReadmit against 

traditional models using metrics such as accuracy, precision, and AUC-ROC. The Discussion interprets the results, 

assesses the model’s practical implications, and compares it to state-of-the-art techniques. Finally, the Conclusion and 

Future Work summarize the study's contributions and propose future directions, including multimodal data integration 

and real-time clinical applications. 

2. Mathematical Problem Definition 

Let D= {d1, d2…, dn} represent a dataset of unstructured clinical documents, where each document d i provides pa-

tient-specific details, including symptoms, diagnoses, and treatments. The primary goal is to construct a predictive 

model f: D→Y that estimates the probability of a patient readmission within 30 days, yi ∈Y, where yi=1 indicates a 

readmission, and yi=0 otherwise. 

2.1. Named Entity Recognition (NER) 

The NER task can be defined as a function: g: di → Ei where Ei = {e1, e2…, em} represents the set of extracted clin-

ical entities from each document di, such as specific symptoms, medications, and diagnoses. Each entity ej ∈ Ei can 

be represented as a vector ej ∈ ℝk, where k denotes the embedding dimension. The set Ei thus transforms into a ma-

trix: Ei ∈ ℝm×k capturing all clinical entities in document di. 

2.2. Feature Representation and Contextual Embeddings 

Let: Xi = BioBERT(di) denote the contextual embeddings obtained by processing document di through the BioBERT 

model, where Xi ∈ ℝp×q (with p as the sequence length and q as the embedding dimension). The final representation 
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for patient i combines the entity matrix Ei with Xi by concatenation or attention-based fusion, denoted as (1):  

 

Zi= concat (Xi, Ei)                                 (1) 

 

where Zi ∈ R(p + m) ×q  represents the comprehensive feature matrix for readmission prediction. 

2.3. Classification Objective 

The classification function: h: Zi → �̂�i maps the feature matrix Zi to a probability �̂�i ∈ [0,1] that estimates the like-

lihood of readmission. A sigmoid activation is applied to produce the final probability (2): 

 

       �̂�i = σ (wT Zi + b)                                 (2) 

 

where: σ (x)= 
1

1+ 𝑒−𝑥  , w is a weight vector, and b is the bias term. 

2.4. Optimization Objective 

To optimize the prediction model, a binary cross-entropy loss function L is minimized over all n samples, defined as 

(3): 

 

𝐿 = −
1

𝑛
∑ (𝑦𝑖 

𝑛
𝑖=1 log(�̂�i ) + (1 − 𝑦𝑖) log  (1 − �̂�i))            (3) 

 

Additionally, if regularization is needed, a penalty term λ ‖𝑤‖2
2 (L2 regularization) can be added, leading to the 

overall loss (4): 

 

Ltotal = L + λ λ ‖𝑤‖2
2                                     (4) 

 

where λ is the regularization coefficient. 

3. Literature Review 

The literature on predictive modelling for hospital readmission has significantly evolved with advancements in deep 

learning [9] and NLP models [10] which have enhanced the ability to extract clinical entities from unstructured text 

[11, 12]. These transformer-based models have shown improved performance by utilizing clinical notes containing 

valuable information on patient symptoms, diagnoses, and treatments. Historically, hospital readmission predictions 

have been based on structured data, including demographic information and lab results, and have commonly utilized 

statistical models such as logistic regression and decision trees [13]. However, these traditional models often struggled 

to capture the nuances and complexities embedded in unstructured clinical data, leading to limitations in prediction 

accuracy. 

Golmaei and Luo [14] presented an innovative approach to hospital readmission prediction by integrating Graph 

Neural Networks (GNNs) and Natural Language Processing (NLP). Their model, DeepNote-GNN, utilized both un-

structured clinical notes and structured patient data, represented as a network, to improve prediction accuracy. Clinical 

notes were processed using advanced NLP techniques, while the patient network was constructed based on shared 

medical characteristics. The study demonstrated that combining these data sources led to more accurate predictions of 

hospital readmissions compared to traditional models that relied solely on structured data. The authors emphasized the 

potential of DeepNote-GNN to enhance decision-making processes and reduce readmission rates by offering a more 

comprehensive understanding of the patient's overall health. Similarly, Thapa et al. [15] showed that incorporating 

unstructured clinical admission notes through NLP models significantly enhanced readmission predictions. By ex-



Akshi Kumar, Jyothi Malla, Aditi Sharma 

 

 

ISSN (Online) : 3048-8788    
                              

18 
International Journal on Engineering Artificial Intelligence 

Management, Decision Support, and Policies  
  

 

tracting detailed, context-rich data from free-text notes, these studies achieved better predictive performance than 

models dependent on structured data alone. BERT and its biomedical variant, BioBERT, were particularly effective in 

processing unstructured medical text, offering more granular insights into patient conditions and treatments. This shift 

from models based solely on structured data to more sophisticated methods integrating complex language processing 

techniques marked a significant advancement. 

Yin and Li [16] proposed A-BBL, a machine learning-based risk prediction model for hospital readmissions using 

Electronic Medical Records (EMR). The model integrated a Boosted Bagging Logistic Regression (BBL) approach, 

improving predictive accuracy and mitigating overfitting. By analyzing various clinical and demographic features 

from EMRs, A-BBL outperformed traditional logistic regression models in terms of recall and precision, emphasizing 

its potential in identifying high-risk patients and reducing readmission rates. 

Further contributing to this growing body of work, Gan et al. [17] incorporated unstructured home healthcare notes 

into readmission prediction models. Using NLP to analyze detailed notes on patient conditions and care plans, this 

study demonstrated that integrating post-discharge data from home healthcare significantly improved model accuracy. 

It reinforced the importance of unstructured data from both hospital and home healthcare settings in enhancing predic-

tive modelling outcomes, ultimately showing how a more comprehensive view of patient care could improve readmis-

sion predictions and outcomes. 

4. Methodology 

This study presents a dual-stage approach utilizing BioBERT for both Named Entity Recognition (NER) [18, 19] and 

classification, aimed at predicting hospital readmissions based on unstructured clinical text from the MIMIC-III da-

taset [20]. The proposed model, termed BioBERT-RxReadmit, first fine-tunes BioBERT for extracting key clinical 

entities and then reuses it for classification. By performing NER and then using the full clinical text along with ex-

tracted entities for classification, this method maximizes the use of rich textual data while improving the predictive 

performance for readmission outcomes. The structured outputs from the NER phase provide interpretable features, 

while the classification stage benefits from the full contextual understanding provided by BioBERT. Figure 1 visually 

represents the workflow of hospital readmission prediction using BioBERT. 

 

4.1. Dataset: MIMIC-III 

The MIMIC-III (Medical Information Mart for Intensive Care) dataset is a publicly accessible, comprehensive reposi-

tory of de-identified health records collected from over 53,000 intensive care unit (ICU) patients. Developed by the 

MIT Lab for Computational Physiology in collaboration with the Beth Israel Deaconess Medical Center, this dataset 

spans admissions from 2001 to 2012, making it a rich and diverse resource for advancing research in critical care and 

machine learning applications. The MIMIC-III dataset is uniquely valuable due to its blend of both structured and un-

structured data, offering a holistic view of a patient’s clinical journey. The structured data in the MIMIC-III dataset 

includes key elements such as demographics (age, gender, ethnicity, and admission details), which serve as baseline 

indicators of readmission risk. Vital signs, such as heart rate, blood pressure, oxygen saturation, and temperature, pro-

vide real-time health metrics that help assess the patient’s condition during their ICU stay. Additionally, comprehen-

sive records of medications and treatments, including dosages and protocols, offer insights into the interventions ad-

ministered during admission. Detailed laboratory results from tests like blood counts, liver function, and electrolyte 

panels are also included, providing critical information for assessing disease severity and progression. 

The unstructured data comprises valuable clinical narratives, including discharge summaries, progress notes, and phy-

sician notes. These clinical notes contain rich, nuanced information about the patient's condition, treatments, medical 

history, and observations from healthcare providers. Discharge summaries are crucial for readmission predictions, as 

they summarize the entire hospital stay and outline follow-up care instructions. Progress notes 
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Figure 1. Workflow of BioBERT-based hospital readmission prediction using the MIMIC-III dataset. 

document the patient’s daily progress, highlighting changes in their condition and responses to treatments. Physician 

notes offer in-depth clinical insights, detailing diagnostic reasoning and treatment plans, which provide a comprehen-

sive view of the patient's health trajectory and help in identifying potential readmission risks. 

This study primarily focuses on the unstructured clinical notes within the MIMIC-III dataset to predict 30-day hospital 

readmissions, a key performance indicator in healthcare systems. The free-text nature of these clinical notes offers a 

wealth of information that is often missed by structured data alone. However, the complexity and variability in lan-

guage used by healthcare professionals make these texts difficult to process using traditional predictive models. To 

address this challenge, BioBERT, a specialized NLP model, is employed to extract meaningful features and perform 

classification tasks. The unstructured clinical notes in MIMIC-III are used as input for two key tasks: 

• Feature Extraction: In the first stage, BioBERT is fine-tuned to identify key clinical features, including 

symptoms, diagnoses, and treatments, from the unstructured text. These features are essential for cap-

turing the nuances of a patient’s condition and provide a deeper understanding of potential risk factors 

for readmission. 

• Classification: In the second stage, BioBERT is reused for classification, where it estimates the proba-

bility of a patient being readmitted within 30 days using the complete clinical narrative. By combining 

structured features with the unstructured text, BioBERT allows for a more comprehensive analysis, im-

proving the predictive accuracy of the model. 

4.2. Data Preprocessing 

The unstructured clinical notes undergo several preprocessing steps to prepare them for use in both Named Entity 

Recognition (NER) and classification tasks using BioBERT. First, text cleaning is performed to remove non-essential 

information like timestamps, hospital codes, and administrative entries that are not relevant for prediction. The text is 

standardized by converting it to lowercase, and extraneous elements like punctuation, special characters, and stop 

words are removed to reduce noise in the dataset, improving the model's focus on important clinical information. Af-

ter cleaning, tokenization is applied using BioBERT’s tokenizer, which breaks down the clinical notes into sub word 

tokens. This step is essential for BioBERT to process the wide variety of clinical terminology found in the dataset, 

even terms that might not be explicitly covered in its predefined vocabulary. This process ensures that the text is 

properly formatted for input into BioBERT, allowing it to capture nuanced meanings and relationships between clini-

cal concepts. 

Handling missing or incomplete data is a critical step in maintaining the integrity of the dataset. For unstructured clin-

ical notes, missing records are either excluded from the analysis or filled with placeholders to maintain consistency in 

input size, ensuring that the model can process all entries uniformly. For the structured data, such as lab results and 
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vital signs, imputation methods like mean or median imputation are used for continuous variables to address any gaps. 

By applying these imputation techniques, the study ensures that no valuable information is lost, and the dataset re-

mains robust for both NER and classification tasks. This comprehensive preprocessing pipeline ensures that both 

structured and unstructured data are ready for effective analysis using BioBERT. 

4.3. BioBERT for Named Entity Recognition (NER) 

The next phase of the methodology focuses on leveraging BioBERT to perform Named Entity Recognition (NER) on 

unstructured clinical notes from the MIMIC-III dataset. NER is an essential step that allows the model to identify and 

extract meaningful medical entities from free text, such as symptoms, medications, diagnoses, treatments, and tem-

poral expressions. This process transforms the unstructured text into structured data, which is subsequently used for 

predictive modelling. 

4.3.1. Fine-Tuning for NER 

The first step in this stage involves fine-tuning BioBERT on the NER task. This fine-tuning is done using a labelled 

subset of clinical notes with predefined annotations for relevant medical entities. The goal is to train BioBERT to 

identify and categorize key medical terms, including: 

• Symptoms (e.g., "chest pain," "fever") 

• Medications (e.g., "aspirin," "metformin") 

• Diagnoses (e.g., "congestive heart failure," "pneumonia") 

• Treatments/Procedures (e.g., "surgery," "intubation") 

• Temporal Expressions (e.g., "within 24 hours," "post-discharge") 

 

By fine-tuning BioBERT on this labelled dataset, the model learns to accurately identify and retrieve these clinical en-

tities from the unstructured text data. The output of this NER process consists of structured data, where each identified 

entity is categorized (e.g., "symptom," "medication"), creating a structured representation of the unstructured clinical 

notes. 

 

4.3.2. Entity Extraction 

Once BioBERT is fine-tuned for Named Entity Recognition (NER), the model is applied to the entire corpus of un-

structured clinical notes in the MIMIC-III dataset. The Entity Extraction phase leverages BioBERT’s pre-trained 

model, fine-tuned specifically on a medical corpus to recognize clinically significant entities. This fine-tuning enables 

BioBERT to identify key medical terms accurately and label them under categories relevant to hospital readmission 

risks, such as: 

• Symptoms (e.g., "chest pain," "fever"): Recognizing patient symptoms allows the model to capture immediate 

indicators of potential complications that could lead to readmission. 

• Diagnoses (e.g., "congestive heart failure," "pneumonia"): Diagnosis-related entities provide insight into the 

patient’s underlying conditions, which are pivotal in assessing readmission risk. 

• Treatments and Medications (e.g., "surgery," "aspirin"): These entities represent interventions that impact 

patient stability post-discharge. 

BioBERT processes the text in clinical notes to convert this unstructured information into structured data by identify-

ing entities and their relationships with patient conditions. For instance, if a patient’s discharge notes include terms 

like “respiratory distress” and “oxygen therapy,” BioBERT extracts these as structured features representing both the 

symptoms and the interventions used. These structured outputs, organized in matrices, allow the model to systemati-

cally integrate complex patient data into the predictive model. Each extracted entity is encoded as a vector, contrib-

uting to a structured matrix that summarizes key aspects of the patient's clinical history, enabling the model to recog-
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nize patterns across similar cases. This structured representation not only simplifies the data but also enhances model 

interpretability, helping to track factors contributing to readmission. 

During this stage, BioBERT automatically extracts key entities, transforming the unstructured text into structured 

features. These features include the presence of specific symptoms, medications, or treatments, which are encoded as 

categorical or numerical variables representing the patient’s clinical status. The extracted entities provide critical in-

sights into the patient’s health and are used as inputs for the subsequent classification model. For example, a patient’s 

symptom severity or medication history can be encoded into variables that describe their risk of hospital readmission, 

helping to enhance the predictive power of the model. This structured output from the NER task not only simplifies 

the text data but also enriches it with clinically relevant information, making it highly useful for downstream tasks like 

classification. 

 

4.4. BioBERT for Classification 

In the second phase of the methodology, BioBERT is repurposed for the task of classification to predict hospital re-

admissions. After extracting structured clinical entities using the NER process, BioBERT is fine-tuned for a binary 

classification task. This stage combines the structured features extracted from the NER phase with the raw clinical text 

to to determine if a patient will be readmitted within 30 days after discharge. 

 

4.4.1. Input for Classification 

The input for the classification stage includes both the unstructured clinical text and structured features derived from 

the NER phase. To effectively integrate these data types, the model applies an attention mechanism, which helps focus 

on critical aspects of a patient's clinical history. 

• Combining Structured and Unstructured Data: The model concatenates the embeddings from the raw clini-

cal text Xi and structured features Ei (symptoms, treatments, diagnoses). This combined representation Zi = 

concat (Xi, Ei) captures both the detailed context from the narrative text and specific risk factors extracted 

as entities. 

• Attention Mechanisms: An attention layer then processes Zi to prioritize certain features based on their rele-

vance to readmission risk. The attention mechanism calculates a weight αj for each feature vector in Zi, 

where higher weights are assigned to features strongly associated with readmission, such as high-severity 

diagnoses (e.g., “heart failure”) or frequent symptoms (e.g., “shortness of breath”). The weighted representa-

tion enhances the model’s sensitivity to features that influence patient outcomes. 

• Highlighting Key Medical Conditions and Historical Factors: By using attention, the model dynamically 

emphasizes patient history and current medical conditions. For example, if a patient has a history of frequent 

hospital visits due to a chronic condition, the attention mechanism assigns higher importance to this infor-

mation, improving the likelihood of an accurate prediction. 

Through these mechanisms, BioBERT-RxReadmit processes both the granular context of each patient's narrative data 

and the structured factors influencing readmission, resulting in a nuanced and robust prediction. The attention mecha-

nism helps the model to focus on high-risk indicators and improves interpretability by showing which features most 

significantly impact predictions. 

 

4.4.2. Fine-Tuning for Classification 

For the classification task, BioBERT is fine-tuned to process both the structured features and the unstructured text in 

tandem. The model’s transformer architecture allows it to capture complex relationships between the clinical entities 

extracted earlier and the full context provided by the clinical notes. This enables the model to generate contextualized 

embeddings, which represent the interactions between symptoms, treatments, diagnoses, and other factors related to 
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the patient's health. The final layer of BioBERT is adapted for binary classification, where the output is a probability 

score that indicates the likelihood of the patient being readmitted within 30 days. This fine-tuning step is essential for 

ensuring the model can accurately predict readmissions based on the combined inputs. 

 

4.4.3. Model Architecture 

The architecture of the classification model involves several layers: 

• Input Layer: The input layer takes the tokenized clinical notes (unstructured text) and the structured features (ex-

tracted from the NER phase). 

• BioBERT Layer: The pre-trained BioBERT model processes the combined input, leveraging its fine-tuned abilities 

for both NER and classification. This layer captures the clinical text’s meaning while also integrating the struc-

tured entities. 

• Classification Layer: A fully connected dense layer is applied to the BioBERT embeddings. This layer is respon-

sible for generating the binary output, which indicates whether the patient will be readmitted or not. 

 

The model is trained using binary cross-entropy loss, which is suited for binary classification tasks. Backpropagation 

is employed to adjust the model's weights during training, optimizing its performance in predicting hospital readmis-

sions. By combining structured and unstructured data in this way, the model captures both high-level clinical patterns 

and detailed medical nuances, leading to more accurate and clinically relevant predictions. 

 

5. Evaluation and Results 

This section presents the results of the study, comparing the performance of BERT as a baseline model with Bi-

oBERT, which was fine-tuned specifically for the biomedical domain. The MIMIC-III dataset was divided into train-

ing and testing sets using an 80/20 ratio. To ensure robustness and prevent overfitting, k-fold cross-validation tech-

niques were applied during training. The performance of both BERT and BioBERT was assessed using several stand-

ard classification metrics, ensuring a comprehensive evaluation of the models’ ability to predict hospital readmissions. 

The evaluation metrics included accuracy, precision, recall, F1-score, and AUC-ROC, assessing the model's overall 

predictive power, ability to minimize false positives and negatives, balance between precision and recall, and dis-

criminatory capacity in classifying readmitted versus non-readmitted patients. Let TP, FP, TN, and FN represent true 

positives, false positives, true negatives, and false negatives, respectively. The metrics are defined as follows (5). (6) 

and (7): 

 

Precision =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                              (5) 

 

Recall =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                               (6) 

 

F-1 score =  2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  ∙𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑅𝑒𝑐𝑎𝑙𝑙
                   (7) 

 
The AUC-ROC score evaluates the model’s ability to distinguish between classes. 

 

To achieve optimal performance, hyperparameters such as learning rate, batch size, and number of epochs were me-

ticulously fine-tuned. The hyperparameter configurations for each model are presented in the table 1: 
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Table 1. Model Parameters Comparison 

Model Learning Rate Epochs Batch Size 

BERT 1e-5 to 5e-5 3 32, 64 

BioBERT 2e-5 to 3e-5 3 32, 64 

 

BERT was trained with a learning rate ranging from 1e-5 to 5e-5, providing a broad range for optimization. In con-

trast, BioBERT was fine-tuned using a narrower learning rate range of 2e-5 to 3e-5, reflecting the need for more pre-

cise learning adjustments in the biomedical domain. Both models were trained for 3 epochs, with batch sizes of 32 and 

64 based on available computational resources. The tighter learning rate range used for BioBERT reflects its speciali-

zation for handling biomedical data, ensuring that the model converges to an optimal solution more quickly and accu-

rately. This is important in the biomedical domain, where subtle contextual differences in the language can signifi-

cantly impact the model’s ability to make correct predictions. 

 

5.1. Performance of BERT on MIMIC-III Dataset 

BERT, despite its versatility as a general-purpose language model, showed relatively poor performance when applied 

to the MIMIC-III dataset for the hospital readmission prediction task. Table 2 outlines the performance of BERT 

across key evaluation metrics: 

Table 2. Performance of BERT on the MIMIC-III Dataset 

Metric Value 

Accuracy 0.61 

Precision 0.2115 

Recall 0.2291 

F1-score 0.219 

AUC-ROC 0.4797 

 

The results show that BERT achieved an accuracy of 0.61, indicating that it was able to correctly classify 61\% of the 

predictions. However, its performance in terms of precision (0.2115), recall (0.2291), and F1-score (0.219) was rela-

tively poor, indicating that the model struggled to correctly identify patients at risk of readmission. The AUC-ROC 

score of 0.4797 further highlights the model’s weak performance, as it barely exceeds random chance (0.5) in distin-

guishing between patients who were readmitted and those who were not. The underperformance of BERT can be at-

tributed to its general nature as a language model, which lacks the domain-specific pre-training required to capture the 

nuanced biomedical language used in clinical notes. While BERT is effective in many natural language processing 

tasks, it struggles in specialized fields like healthcare, where terminology, phrasing, and context are highly specific to 

the domain. 

5.2. Performance of BioBERT-RxReadmit on MIMIC-III Dataset 

In contrast to BERT, BioBERT-RxReadmit exhibited a marked improvement in performance across all evaluation 

metrics. Table 3 highlights the performance of BioBERT-RxReadmit: 

Table 3. Performance of BioBERT-RxReadmit on the MIMIC-III Dataset 

Metric Value 

Accuracy 0.80 

Precision 0.79 

Recall 0.78 

F1-score 0.785 

AUC-ROC 0.844 
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BioBERT-RxReadmit achieved an accuracy of 0.80, demonstrating a solid ability to classify patient outcomes cor-

rectly. The model’s precision (0.79) and recall (0.78) reflect a balanced performance in identifying true positives and 

minimizing false positives. The F1-score of 0.785 confirms that the model maintains a good balance between preci-

sion and recall. Most notably, the AUC-ROC score of 0.84 shows that BioBERT-RxReadmit is effective at distin-

guishing between patients who will be readmitted and those who will not (Figure 2). 

 

 

Figure 2. ROC Curve showing strong classification performance with an AUC of 0.844 

 

The superior performance of the proposed BioBERT-RxReadmit model can be attributed to its fine-tuning on bio-

medical-specific corpora, which allows for precise extraction of clinically relevant features. The integration of struc-

tured and unstructured data further enhances the model's ability to capture nuanced patterns in patient records. Addi-

tionally, the use of attention mechanisms prioritizes critical features such as high-severity diagnoses, leading to better 

predictive accuracy. 

 

5.3. Comparative Analysis of BERT and BioBERT 

A comparative analysis of the performance metrics for BERT and BioBERT clearly illustrates the superiority of Bi-

oBERT in hospital readmission prediction. Table 4 provides a side-by-side comparison of the two models: 

 

Table 4. Comparison of BERT and BioBERT Performance Metrics 

Metric BERT BioBERT 

Accuracy 0.61 0.80 

Precision 0.2115 0.79 

Recall 0.2291 0.78 

F1-score 0.219 0.785 

AUC-ROC 0.4797 0.844 

 

The bar chart in figure 3 highlights BioBERT's superior performance in all metrics, especially in accuracy, precision, 

recall, and AUC-ROC, compared to BERT. These results highlight the benefits of using a domain-specific model like 

BioBERT for clinical prediction tasks. BioBERT, pre-trained on biomedical texts, is more capable of capturing the 



Akshi Kumar, Jyothi Malla, Aditi Sharma 
 

 

ISSN (Online) : 3048-8788    
                              

25   

 

medical terminology, context, and relationships present in clinical notes. This allows it to extract relevant features 

more effectively, leading to higher predictive accuracy and better generalization to real-world clinical data. 

 

Figure 3. Performance Comparison of BERT and BioBERT Across Key Metrics 

5.4. Evaluation Loss 

The evaluation loss for both models provides further insights into their performance. BioBERT-RxReadmit achieved a 

lower evaluation loss of 0.18, compared to BERT’s 0.30, indicating that BioBERT’s predictions were closer to the 

true outcomes and had less deviation from actual results.  

 

5.5. Comparison with State-of-the-Art (SOTA) Models 

The proposed BioBERT-RxReadmit model was also compared with several state-of-the-art (SOTA) models in hospi-

tal readmission prediction. The comparison was performed using the AUC-ROC metric, a commonly used evaluation 

metric for binary classification tasks in medical prediction and are shown in table 5: 

 

Table 5. Comparison of AUC-ROC Scores Across Models 

Model AUC-ROC 

CDM-NLP Model [17] 0.824 

DeepNote-GNN [14] 0.79 

A-BBL Model [16] 0.83 

BioBERT-RxReadmit (Proposed Model) 0.844 

 

The CDM-NLP model by Gan et al. [17] achieved an AUC-ROC of 0.82, demonstrating its effectiveness in handling 

unstructured healthcare data. However, BioBERT-RxReadmit slightly outperformed this model with an AUC-ROC of 

0.844, reflecting its improved ability to leverage both structured and unstructured clinical text to predict hospital re-

admissions. Similarly, the DeepNote-GNN [14], which integrates clinical notes and patient network data, achieved an 

AUC-ROC of 0.79, demonstrating its ability to combine different data sources for prediction. However, it fell short 

compared to BioBERT-RxReadmit in handling nuanced clinical text. 
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The A-BBL Model [16] achieved a strong AUC-ROC of 0.83, using a boosted bagging approach with electronic 

medical records (EMRs). While it performed well in incorporating clinical and demographic features, it did not match 

the nuanced handling of free-text clinical notes that BioBERT-RxReadmit excels at. 

 

The BioBERT-RxReadmit model, by leveraging both NER-extracted features and the entire clinical text for classifi-

cation, demonstrates improved accuracy in predicting hospital readmissions. The combination of structured and un-

structured data provides a rich representation of the patient’s clinical status, allowing for more nuanced predictions. 

The results highlight the model’s ability to detect subtle patterns in the text, such as recurring symptoms or delayed 

treatments, that correlate with readmission risk. 

 

5.6. Ablation Study: F1-Score Comparison and Architecture Impact 

Although this study primarily focuses on transformer-based models like BioBERT, it was essential to explore tradi-

tional deep learning architectures to gain a comprehensive understanding of model performance on clinical tasks such 

as hospital readmission prediction. Deep learning models, including CNN, RNN, and BiLSTM, provide valuable in-

sights into how different architectures handle complex healthcare data. While transformers are highly effective at 

capturing long-range dependencies and contextual information, understanding the contribution of traditional deep 

learning models is crucial, as they offer alternative approaches for handling sequential data and local feature extrac-

tion. 

 

For instance, CNNs are proficient at recognizing local patterns, which can be useful for certain tasks, but they struggle 

with capturing the longer dependencies often present in clinical narratives. On the other hand, RNNs and BiLSTMs 

excel at processing sequences by retaining contextual information over time. However, these models come with limi-

tations, such as computational expense and the vanishing gradient problem, which provide a useful contrast when 

comparing the efficiency and scalability of transformer-based models. 

 

To complement BioBERT and assess how these architectures influence performance in hospital readmission predic-

tion, an ablation study was conducted (Figure 4). The study evaluated CNN, RNN, and BiLSTM to identify the con-

figuration that maximizes the F1-score, balancing both precision and recall. The results showed that Bi-

oBERT-BiLSTM emerged as the most effective configuration for this task. 
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Figure 4. Results of the Ablation Study 

The ablation study provided key insights into the strengths and weaknesses of each architecture. CNNs, though effec-

tive at identifying localized patterns, struggled with capturing the long-range dependencies essential in healthcare, 

leading to the lowest F1-score among the models. RNNs improved upon CNNs by introducing sequential processing, 

which allowed for the capture of some temporal dependencies, but they still faced challenges in handling long-term 

dependencies critical for understanding complex clinical narratives. 

 

The highest performance was achieved by BiLSTM models, which excel at capturing both past and future contexts. 

This bidirectional approach was particularly useful for tasks like hospital readmission prediction, where understanding 

a patient’s evolving condition over time is crucial. Additionally, BiLSTMs mitigated the vanishing gradient problem 

observed in RNNs by using gating mechanisms that help retain important information across longer sequences. De-

spite the improvements in F1-score with deep learning architectures, there remains a strong case for exploring other 

BERT and BioBERT variants for task-specific optimization, particularly in the context of clinical data. 

 

6. Limitations of BioBERT-RxReadmit for Readmission Prediction 

Despite the effectiveness of BioBERT-RxReadmit, certain limitations must be acknowledged: 

• Domain-Specificity and Generalization: Although BioBERT demonstrates exceptional performance with 

biomedical text, its specialization in healthcare-specific language can restrict its applicability beyond the 

biomedical domain. Furthermore, the model's effectiveness may fluctuate when applied to datasets with var-

ying structures, terminologies, and documentation styles, particularly those originating from healthcare sys-

tems outside the scope of the MIMIC-III dataset. To enhance generalizability, the model could be trained on 

a more diverse set of healthcare datasets, including data from different regions and healthcare systems. In-

corporating multimodal data, such as medical imaging and lab results, can provide a holistic view of patient 

health. Employing transfer learning techniques to adapt the model to new datasets and refining the model 

through domain-specific augmentation strategies could also improve its applicability. 

• Data Dependency and Label Quality: BioBERT-RxReadmit relies on extensive clinical notes for accurate 

prediction, and its effectiveness is contingent upon the quality of entity labeling. Inconsistent or incomplete 

clinical documentation can hinder the model's ability to extract relevant features, potentially affecting predic-

tive accuracy. 

• Computational Resources and Time Complexity: BioBERT's architecture is computationally intensive, re-

quiring substantial processing power, especially for large datasets. This may limit the model's practicality for 

real-time or resource-constrained environments. 

• Handling Evolving Patient Contexts: The model uses data from a static period of hospitalization and may 

struggle to capture changes in patient conditions post-discharge. Future iterations could integrate continuous 

monitoring data or updates from post-discharge follow-ups for enhanced prediction. 

• Bias in Clinical Language and Potential for Misinterpretation: Clinical notes may contain biases related to a 

physician’s subjective observations or terminology, which could propagate through the model. There’s a 

need to address such biases to avoid skewed predictions. 

     

7. Conclusion 
The results of this study underscore the significant advantages of using BioBERT for hospital readmission predictions 

over traditional models like BERT. BioBERT's superior performance can be attributed to its pre-training on large bi-

omedical corpora, enabling it to capture the nuances of medical language more effectively. This allowed the model to 

extract clinically relevant entities and accurately predict readmission risks based on unstructured clinical text from the 

MIMIC-III dataset. By combining Named Entity Recognition (NER) and classification, the BioBERT-RxReadmit 

model achieved high precision (0.79), recall (0.78), and an impressive AUC-ROC of 0.844, reflecting strong classifi-
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cation performance. BioBERT outperformed BERT due to its domain-specific adaptation, which enabled better han-

dling of complex medical terminology and contextual relationships. BERT, being a general-purpose language model, 

struggled with the biomedical intricacies, leading to lower predictive accuracy and poor handling of unstructured 

clinical data. On the other hand, BioBERT’s specialization allowed it to generate more semantically rich representa-

tions, essential for accurate predictions in clinical settings. 

Building on this success, future work can explore expanding the BioBERT-RxReadmit model by incorporating mul-

timodal data such as medical images and lab results to further enhance predictive performance. Additionally, real-time 

integration with electronic health record (EHR) systems could offer continuous monitoring and predictive insights for 

clinical decision-making. Exploring transfer learning with newer biomedical-specific models or adapting the frame-

work to predict other critical healthcare outcomes such as disease progression or treatment responses presents further 

avenues for research. 
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