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Abstract 

Industrial-organisational psychology and computer science are increasingly coming 

together to create innovative pre-employment selection tools that use non-traditional data and 

scoring methods to improve the test-taking experience and maximise test validity. However, 

the two fields have different approaches when it comes to scoring and measuring bias and 

fairness. Psychology uses simple algebra to score tests, whereas computer science uses 

predictive modelling and machine learning. Bias and fairness are distinct concepts in 

psychology but the same in machine learning. Accordingly, using two commercially created 

algorithmic selection tools, this thesis describes six empirical studies investigating the impact 

of using an image-based format and machine learning based scoring on test validity/accuracy, 

fairness, and bias.  

In terms of scoring, this research found acceptable subgroup differences in personality 

and that a machine learning based approach can increase test validity in comparison to a 

manual-based approach. However, it also found that computer science approaches to 

mitigating bias can lack compatibility with psychological best practices and equal 

opportunity laws.  

In terms of the effects of format, this thesis provides first data on the fairness of pre-

employment tests for neurodivergent test-takers, where neurotypical test-takers have a more 

positive experience than neurodivergent in general. It found that image-based assessment 

formats present an opportunity to close the disparity in the experience of the two groups, 

although further research into the specific features that can support this is needed. Finally, it 

found that well-trained algorithms are generalisable to neurodivergent populations without 

causing biased outcomes.  

Overall, this thesis provides the foundations for psychologists and computer scientists 

to work more collaboratively to maximise test validity, fairness, and accessibility of pre-

employment tests while minimising biased outcomes. 
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Thesis summary 

• Chapter 1 –Thesis outline and introduction to algorithmic recruitment tools, bias 

in psychology and machine learning, fairness perceptions of algorithmic 

recruitment tools, and neurodiversity. 

• Chapter 2 – Interdisciplinary bias mitigation worked example using a computer 

science based approach and data from the validation of an image-based 

personality assessment designed for use in selection described in Chapter 3. 

• Chapter 3 (Studies One and Two) – The creation and validation of an image-

based personality measure scored using a machine learning based approach with 

adverse impact analysis. 

• Chapter 4 (Study Three) – Builds on Chapter 3 to compare the impact of 

different machine learning based scoring approaches on the measure’s validity and 

adverse impact. 

• Chapter 5 (Study Four) – Interviews with neurodivergent adults on their 

experiences with recruitment tools and the potential for algorithmic formats to 

reduce barriers and make the process fairer and less biased. 

• Chapter 6 (Studies Five and Six) – Comparison of the test-taking experience on 

a questionnaire-based and image-based assessment of personality between 

neurodivergent and neurotypical test-takers to explore the potential of image-

based formats to close the gap and improve the experience for neurodivergent 

applicants. 

• Chapter 7 – General discussion that summarises main findings and their 

implications, research limitations, and future directions. 

• Chapter 8 – References. 

• Chapter 9 – Appendices. 
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General Introduction 

The overall purpose of this research is to investigate the feasibility of using machine 

learning scored image-based assessments in recruitment and their implications on fairness 

and bias, combining insights from industrial-organisational (I-O) psychology and computer 

science. While these tools – such as video interviews, CV sifters, and game- and image-based 

assessments – are validated by vendors, there is limited literature on the validity of these 

tools, how they are perceived by specific groups, and subgroup differences in performance. 

This is particularly problematic as the creation of fair and valid algorithmically scored 

recruitment tools requires a multidisciplinary approach, combining expertise from 

psychology and machine learning to ensure that data points and outputs are job-relevant. 

Moreover, despite image-based assessments gaining traction in practice (e.g., RedBull 

Wingfinder) and being offered by a growing number of vendors (e.g., HireVue, Traitify by 

Paradox), much of the existing research focuses on algorithmically-scored game-based 

assessments and video interviews. Accordingly, this research aims to fill that gap. 

Given that over 40 million selection assessments are completed each year (Chamorro-

Premuzic, 2017), it is imperative that recruitment tools are fair and unbiased in order to avoid 

disadvantaging qualified candidates and widen the talent pool. This is particularly important 

in the face of algorithmic recruitment tools since biases, even if derived from humans, can 

have a significant and widespread impact. This is because one of the major benefits of 

algorithmic tools is their ability to rapidly evaluate candidates (Lofink, 2021), meaning that a 

single tool may evaluate thousands of candidates each day. On the other hand, a human 

assessor can only review a fraction of the number of applications and can have a much 

shallower understanding of each candidate if they only focus on high-level details to maintain 

pace (e.g., Ladders Inc., 2018). Consequently, even if both the algorithm and human assessor 

shared the same biases, the impact of the algorithmic system would be further-reaching and 
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potentially more damaging. As such, it is important to understand how psychology and 

computer science can come together to ensure that algorithmic recruitment tools are valid, 

fair, and unbiased. To do so requires an understanding of how these concepts are 

operationalised and applied in practice in both computer science and I-O psychology in order 

to bring them together and ensure that candidates are not disadvantaged by these tools.  

Within the field of computer science, a significant body of research has emerged 

addressing multiple aspects of algorithmic bias, including biased or unrepresentative training 

data and biased outcomes. However, this has resulted in over 20 different definitions of 

fairness being proposed, where the terms bias and fairness are used interchangeably (Verma 

& Rubin, 2018). These conceptualisations can range from simply not using protected 

attributes in models (fairness through unawareness; Kusner et al., 2017) to ensuring the true 

and false positive rates are equal across subgroups (equalised odds; Hardt et al., 2016) or that 

the rate of favourable outcomes is similar across groups (statistical parity; Dwork et al., 

2012). While efforts have been made to consolidate these definitions into three types – 

independence, separation, and sufficiency (Barocas et al., 2023; Barocas & Hardt, 2017), 

where independence is closest to psychology conceptualisations of bias – these definitions 

focus on categorical models, rather than the continuous models that are more widely used in 

recruitment. Moreover, some machine learning approaches to mitigating bias are 

incompatible with recruitment tools since they could violate equal opportunity laws, 

particularly in the United States (US), if outcomes are changed based on subgroup 

membership (Civil Rights Act of 1991). 

In contrast, in psychology, fairness and bias are distinct concepts (Society for 

Industrial and Organizational Psychology; SIOP, 2018). Here, bias is a subset of fairness that 

concerns the applicability of the regression line to multiple groups, known as predictive bias, 

and irrelevant sources of bias stemming from tools, known as measurement bias (SIOP, 
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2018). Fairness, on the other hand, is a social construct that is defined by equal group 

outcomes, equitable treatment of all test takers, comparable access to the construct that the 

assessment measures, and lack of bias (SIOP, 2018). In other words, fairness is more akin to 

the overall candidate test-taking experience. The majority of the research investigating 

fairness perceptions of algorithmic recruitment tools focuses on procedural fairness, which 

refers to perceptions of the procedure used to carry out the assessment, including assessment 

format and how applicants judge their ability to influence the outcome of an assessment 

(Gilliland, 1993).  

Investigations into procedural fairness perceptions of algorithmic recruitment tools 

have led to mixed findings, where differences in perceptions of traditional and algorithmic 

formats may be driven by the differences in the synchronicity of the assessment formats, 

rather than the use of algorithms, particularly for video interviews (H. Y. Suen et al., 2019). In 

contrast, research into applicant reactions to algorithmic formats reveals more promising 

results. Indeed, machine learning based scoring is conducive to shorter measurements since a 

large number of datapoints can be extracted in a short amount of time to optimise accuracy 

(Atkins et al., 2014; Hilliard, Kazim, et al., 2022b; Leutner et al., 2023). Moreover, game-

based assessments are more immersive, engaging, and satisfying than traditional 

measurements of equivalent traits and abilities (Georgiou & Nikolaou, 2020; Leutner et al., 

2023). They can also reduce test-taking anxiety (Georgiou & Nikolaou, 2020; Mavridis & 

Tsiatsos, 2017), leading to a more pleasant candidate experience.  

These benefits are not only applicable to game-based assessments; image-based 

assessments can also reduce test-taking time and offer additional, unique benefits due to their 

language-agnostic nature. This is because the lack of text could reduce cognitive demand and 

therefore improve accessibility for a variety of candidates, including those who are 

neurodivergent. Specifically, applicants with dyslexia and/or ADHD may benefit from the 
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reduced amount of text and greater reliance on visual processing (Bacon & Handley, 2010; 

De Beer et al., 2014a; Fassbender & Schweitzer, 2006). On the other hand, autistic applicants 

may benefit from their heightened ability to notice visual details (Skewes et al., 2015), but 

may struggle with interpreting the social cues represented in images (Ashwin et al., 2015). 

Either way, it is essential to understand how neurodivergent test-takers experience 

algorithmic recruitment tools, particularly given their growing use. 

 Moreover, given that neurodivergent populations are more prone to test-taking 

anxiety than neurotypical (Lewandowski et al., 2015; Nelson et al., 2014, 2015) and test-

taking anxiety can impact performance (Hembree, 1988; McCarthy & Goffin, 2005), the 

game-like nature of image-based assessments might help to support performance by reducing 

anxiety. This could help to improve perceptions of the fairness of the selection procedure and 

also reduce subgroup differences. However, despite around 20% of the population being 

neurodivergent and neurodivergent employees being able to offer a number of strengths in the 

workplace (Doyle, 2020), there is very limited research into how neurodiverse applicants fare 

with recruitment tools in general, and no research into algorithmic tools or image-based 

formats in particular.  

The remainder of this introductory section first provides an overview of the thesis 

before examining the relevant related work that laid the groundwork for this thesis. 

Specifically, it provides a summary of different types of algorithmic recruitment tools and 

examines how the two disciplines that collaborate to create such tools – namely I-O 

psychology and machine learning – define and mitigate bias. It then provides an overview of 

existing research into fairness perceptions of algorithmic recruitment tools before the focus is 

narrowed to the fairness implications of algorithmic selection assessments for neurodivergent 

job applicants. 
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Thesis outline 

This thesis seeks to investigate the fairness and bias of algorithmic recruitment tools, 

predominantly through the lens of commercially developed image-based assessments due to 

their ease of access, combining insights from computer science and I-O psychology. There is 

currently a lack of research into the validity of and bias associated with algorithmic 

recruitment tools since this data is typically only contained in technical manuals and internal 

documentation. Moreover, given that these tools are generally trained using general 

populations, it is unclear whether the scoring algorithms are equally accurate for different 

subgroups and adverse impact analyses typically do not test for differences in neurotype or 

neurodivergence.  

There is also a lack of research into image-based assessments in general, despite 

evidence of their validity (Leutner et al., 2017) and their potential to increase accessibility. 

Indeed, the experiences of neurodivergent applicants with recruitment tools in general are 

under-researched, meaning there is a lack of data to inform accommodations and adjustments 

that can make these assessments fairer. As such, this thesis seeks to combine insights from 

both fields to fill these significant research gaps by addressing four key research questions: 

• RQ1: How are fairness and bias defined by psychology and machine learning? 

o RQ1.1: Can these definitions effectively be combined in practice? 

• RQ2: Can psychology and computer science effectively be combined to measure 

personality through image-based assessments?  

o RQ2.1: Can this be done without causing subgroup differences? 

o RQ2.2: What is the best way to score these assessments to maximise 

performance and minimise adverse impact? 

• RQ3: How do neurodivergent test-takers experience (algorithmic) recruitment tools? 
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o RQ3.1: Do neurodivergent and neurotypical test-takers experience personality 

assessments differently? 

o RQ3.2: Are experiences with image-based formats enhanced compared to 

questionnaire-based formats? 

• RQ4: Do the scoring algorithms developed using general populations have similar 

accuracy when applied to neurodivergent test-takers? 

o RQ4.1: Can this be done without resulting in subgroup differences? 

Thesis structure 

To answer these research questions, this thesis presents six empirical studies and a 

worked bias mitigation example as follows: 

• Chapter 2: Interdisciplinary bias mitigation: A worked example – This chapter 

examines how the two fields can come together in order to effectively measure and 

mitigate algorithmic bias in recruitment tools, examining approaches from each field in 

turn. It is accompanied by a worked example of three bias mitigation techniques using 

data from the validation of an image-based personality assessment to examine the 

effectiveness of the mitigations and their appropriateness when applied to social contexts 

such as recruitment.  

Key findings: While one of the mitigation approaches successfully mitigated the bias, 

two out of the three mitigation approaches lacked compatibility with the assessment due 

to transforming the input data in a way that no longer made it meaningful and for a lack 

of compatibility with equal opportunity laws, respectively. This highlights the need to 

continue to investigate how the disciplines can come together to create unbiased, valid 

recruitment tools.  

RQ(s) investigated: RQ1 and RQ1.1.  
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• Chapter 3: Studies One and Two - This chapter aimed to provide initial evidence for the 

feasibility of image-based formats and machine learning based scoring and explore the 

presence of subgroup differences. To do so, in Study One, a bank of images mapped to 

the Big Five personality traits was created and refined using a data-driven approach. In 

Study Two, these image choices were then used to create machine learning based scoring 

algorithms to predict personality scores, which were then examined for subgroup 

differences.  

Key findings: The study provided evidence supporting the validity of algorithmically 

scored image-based assessments of personality, providing substantial evidence of the 

convergent and divergent validity of this approach and finding that the algorithms 

resulted in acceptable subgroup differences.  

RQ(s) investigated: RQ2 and 2.1. 

• Chapter 4: Study Three – Study Three compared several different approaches to scoring 

the image-based assessment described in Chapter 3, investigating their effect on 

assessment validity and subgroup differences. Specifically, two machine learning based 

scoring approaches – Lasso and Ridge regression – ordinary least square regression, and a 

manual, summative approach were compared using different predictor combinations: 

o All: all images were entered into the models despite the trait they were intended to 

measure. 

o Mapped: images mapped to each trait in the validation described in Chapter 3 

were used as predictors in each model. 

o Intended: images intended to measure each trait, regardless of whether they were 

mapped to this trait in the validation, were used as predictors in each model. 

Key findings: There was stronger validity evidence when the assessment was scored 

using machine learning compared to other approaches. Moreover, while both Lasso and 
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Ridge regression performed similarly, Lasso removes predictors from the model, 

performing well but using fewer predictors to do so compared to the other approaches. 

Furthermore, while the Lasso models had similar subgroup differences compared to the 

questionnaire-based measure, suggesting they could be genuine differences in personality, 

the Ridge and ordinary regression approaches diminished subgroup differences, which 

could indicate they are not detecting individual differences in personality as well and may 

have reduced utility.  

RQ(s) investigated: RQ 2.2. 

• Chapter 5: Study Four – Interviews were conducted with neurodivergent adults on their 

experiences with traditional and algorithmic recruitment tools. Interviewees were asked 

about barriers associated with pre-employment tests, including some that may be more 

unique to neurodivergent applicants compared to neurotypical, as well as adjustments to 

reduce the impact of these barriers. Questions were asked in relation to both traditional 

and algorithmic procedures to support Study Five.  

Key findings: Barriers when completing pre-employment tests included compatibility 

issues with the graphics and display, stigma associated with the disclosure or exposure of 

their condition, time pressures, and a lack of opportunity to show their unique skills. This, 

in turn, resulted in a stressful experience and a belief that recruitment tests are biased, 

were many barriers were specifically referenced as a result of being neurodivergent. 

Adjustments served as a way to reduce sources of the stressful experience and both 

sources of stress and way to reduce it were generally relevant for both algorithmic and 

traditional formats. However, algorithmic formats may be better able to give feedback 

compared to human recruiters, can be more customisable, and could be made to feel less 

like a test through gamification.  

RQ(s) investigated: RQ3. 
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• Chapter 6: Studies Five and Six– Study Five investigated the test-taking experience of 

neurodivergent test-takers compared to neurotypical on a questionnaire-based and image-

based personality assessment, as well as whether an image-based format leads to a more 

positive test-taking experience for neurodivergent adults. Here, test-taking experience was 

investigated through ratings of motivation, concentration, comparative anxiety, fairness, 

ease, external attribution, and neurodivergent compatibility as well as open-ended 

responses. Study Six investigated subgroup differences and accuracy when scoring 

algorithms were applied to the participants who took the image-based assessment in 

Study Five.   

Key findings: Neurotypical test-takers had a more positive test-taking experience 

compared to neurodivergent, and the image-based format did not close this gap. 

Moreover, for neurodivergent test-takers, although the image-based format was perceived 

as fairer, it was rated more difficult, harder to concentrate on, and higher in external 

attribution. Test-takers with a diagnosis of autism or ADHD and autism rated the 

questionnaire-based measure as more compatible with their neurotype, while other 

diagnosis groups did not rate either format as more compatible. Finally, the algorithms 

developed using a general population had similar accuracy compared to the training and 

test data sets when applied to neurodivergent test-takers and novel subgroup differences 

based on condition were not identified, indicating the tool did not result in novel 

subgroup differences.  

RQ(s) investigated: RQ 3.1, 3.2, 4, 4.1 

While the studies are related and all endeavour to contribute to the investigation of the 

validity, bias, and fairness of algorithmic recruitment tools through the lens of image-based 

assessment, they are distinct. As such, each chapter is presented in turn with its own 

discussion, recommendations for future research, and conclusion. However, the final section 
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of this thesis presents an overall discussion of the key findings collectively and their 

implications. 

Ethical considerations  

Ethical approval for the studies described was granted in April 2022 by the IMS 

Ethics Board, Goldsmiths, University of London. These studies posed no risk of physical 

harm to participants and minimal risk of psychological harm. Three quantitative datasets 

underpinned these studies: one for Study One, one for Studies Two and Three and the 

mitigation worked example, and one for Studies Five and Six, although datasets one and two 

were provided by a commercial partner. An additional supplementary dataset provided by an 

industry partner was used to support Study Six. All datasets were collected through Prolific 

Academic and all participant identities were anonymised through unique, Prolific-provided 

IDs. As such, participants were able to request to withdraw their data from the dataset at any 

point, including after the study, although this did not occur. Furthermore, the image-based 

personality assessments completed by participants were in the creation and validation stages, 

meaning that participants did not receive their personality scores or any feedback on their 

profiles, minimising potential harm. Study Four was underpinned by qualitative data in the 

form of interviews. For the interviews, it was not possible to keep participant identities 

anonymous during the interviews due to scheduling, but identities were anonymised with 

initials prior to analysis and not shared with anyone on the research team. Interviewees 

received the contact details for the primary researcher and supervisor and were also informed 

that they were able to withdraw at any point for any reason.  

Overview of algorithmic recruitment tools 

Algorithmic recruitment tools use algorithms to score pre-employment tests by 

predicting job-relevant constructs from a variety of data sources (Guenole et al., 2023; 

Hilliard, Guenole, et al., 2022). These data sources encompass both big data, such as social 

media footprints and chatbot conversations, and more traditional data, such as responses to 
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and behaviour while completing purposefully designed psychometric assessments (Albert, 

2019; Guenole et al., 2023). The algorithms themselves can also vary in their complexity, 

from more simple linear models (e.g., Hilliard, Kazim, et al., 2022b) to complex models that 

combine data from multiple sources (e.g., Landers et al., 2022). While it is true that 

assessments of any format could be scored algorithmically, more traditional questionnaire-

based measures are typically scored using a scoring key, while algorithmically scored 

assessments are typically more of a novel format. This includes video interviews, game-based 

and gamified assessments, and image-based assessments (Raghavan et al., 2020), all of which 

move away from traditional approaches to measuring job-relevant constructs with the aim of 

enhancing the candidate experience. The following subsections explore each of these three 

types of algorithmic assessment tools, focusing on game-based and image-based assessments 

to converge with the focus of this thesis.  

Asynchronous video interviews  

Asynchronous video interviews are increasingly being offered by vendors and require 

candidates to record responses to predetermined questions. Candidates are typically given 

around 30 seconds to prepare their response and up to two minutes to record their response, 

although the exact timings can vary by provider (Dunlop et al., 2022). In some cases, 

candidates are also given the opportunity to re-record their responses, although the majority 

of candidates given this option choose not to do so (Dunlop et al., 2022). Once submitted, 

responses are then evaluated by either human raters or algorithms.  

When algorithms are used, they are typically trained to predict job-relevant 

constructs, such as personality, using features extracted from candidate responses, where 

these features may be verbal, paraverbal, or non-verbal (Hickman, Saef, et al., 2021). Here, 

verbal features refer to what candidates say, including the specific words used or categories 

and length of words used, and length of words used (Hickman, Bosch, et al., 2021). On the 

other hand, paraverbal features are vocal features that represent the way in which candidates 
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communicate, including pitch, speaking volume, duration of speaking, and duration of pauses 

(Hickman, Bosch, et al., 2021). Finally, non-verbal features include body language and facial 

expressions displayed during interviews, where facial expressions are typically interpreted 

using facial action units (Hickman, Bosch, et al., 2021). Facial action units were first 

developed by Ekman and Friesen in 1978 based on an anatomical mapping of facial 

movements that can be used to infer facial expressions. These action units can be extracted 

from video interviews and used as features in the predictive model. However, the use of facial 

analysis in video interviews is controversial due to concerns about how this may adversely 

affect applicants with neurological differences, as well as how the accuracy of inferences may 

vary depending on the candidate’s race (Electronic Privacy Information Center, 2019). As 

such, some vendors have chosen to remove the non-verbal features from their algorithms 

(Kahn, 2021; Zuloaga, 2021).  

Moreover, concerns have been raised about how video interviews could be susceptible 

to cheating using generative artificial intelligence (AI), where candidates may use tools such 

as ChatGPT to curate answers to questions and read them verbatim or enhance them with 

additional personal or contextual information (Canagasuriam & Lukacik, 2024). Indeed, 

preliminary findings indicate that using ChatGPT to generate responses to interview 

questions leads to more positive performance ratings without impacting the delivery of 

responses, although the use of the tool can impact honesty ratings (Canagasuriam & Lukacik, 

2024). However, although methods are being developed to detect issues such as script sharing 

in interviews (Cornell, 2023), and answers generated by ChatGPT can contain similar 

language that could assist with the detection of AI-driven cheating (Canagasuriam & 

Lukacik, 2024), there is currently a lack of research into how algorithms may be adapted to 

detect and mitigate the effect of cheating in video interviews. 
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Game-based assessments and gamification  

Unlike video interviews, game-based assessments are less prone to cheating and 

faking as they cannot be prepared for in the same way as video interviews and can be harder 

to manipulate. Game-based assessments engage test-takers in a core gameplay loop with the 

intention of bringing about a gameful experience while inferring specific abilities or 

constructs (Landers & Sanchez, 2022). A core gameplay loop is a set of repeated actions that 

a player undertakes during the completion of the game to meet its objectives (Guardiola, 

2016; Landers & Sanchez, 2022), while a gameful experience is a voluntary motivation to 

pursue the goals of a game, where these goals must be perceived to be achievable (Landers et 

al., 2019; Landers & Sanchez, 2022). As with video interviews, game-based assessments can 

be scored manually with a scoring key or algorithmically, making use of additional data 

sources outside of pure responses in order to calculate scores. For example, Auer et al., 

(2022) developed a game-based assessment of cognitive ability and conscientiousness scored 

using machine learning that uses trace behavioural data from gameplay in combination with 

performance on the game to compute scores. Specifically, the algorithm combines data such 

as the number of correct and incorrect responses and rounds completed with additional data 

such as mouse movement and clicks for more sophisticated scoring. Moreover, F. Y. Wu et al. 

(2022) designed two game-based assessments to measure conscientiousness, where one 

required test-takers to earn as much revenue as possible by clicking on revenue-producing 

buildings (Click Town) and the other was in the form of word searches (Word Find). 

However, scored by algorithms that used GBA data such as time, game progression/levels 

completed, and cues to desired behaviour, the GBAs unintentionally measured cognitive 

ability instead of the intended facets of achievement-striving, self-discipline, and 

cautiousness (F. Y. Wu et al., 2022).  

Although the term game-based assessment is often used as an umbrella term to 

describe any assessment that has elements of game, game-based assessments are distinct from 
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other formats such as gamified and gamefully designed assessments (Landers & Sanchez, 

2022), where game elements include features such as animation, sound effects, instant 

feedback, levels of difficulty, and progress bars (Landers, Armstrong, et al., 2022). Similar to 

game-based assessments, gamefully designed assessments involve the creation of a new 

assessment, where game mechanics or concepts such as setting goals, creating immersion, 

and providing feedback through scoring are used to guide decision-making when designing 

an assessment (Landers & Sanchez, 2022). In contrast to game-based and gamefully-designed 

assessments, gamified assessments add game concepts and mechanics to existing assessments 

(Landers & Sanchez, 2022). There are multiple ways to do this, such as through game 

framing, where a traditional assessment is framed as a game, or through storification, where 

an assessment is gamified by converting it to a story (Landers & Sanchez, 2022). For 

example, McCord et al. (2019) created a storified fantasy game where test-takers play as a 

character that wakes up underground and must get to the surface through a series of tunnels. 

As the character moves through the tunnels, they encounter creatures and scenarios and are 

presented with a choice of actions to take that are mapped to personality traits, thus being 

used to infer personality. On the other hand, Collmus and Landers (2019) investigated the 

impact of framing cognitive ability assessments as puzzles and logic games compared to 

intelligence tests, finding game-framing to reduce completion time estimations.  

Image-based assessments 

Like game-based, gamified, and gamefully-designed assessments, image-based 

assessments are also more resistant to faking and cheating, particularly AI-driven cheating, 

due to the lack of a verbal component. Image-based selection assessments use image choices 

to measure job-relevant constructs such as personality and creativity. Early non-verbal 

personality assessments used images to depict certain actions and asked respondents to rate 

how likely they were to engage in the shown behaviour, therefore replacing the statement 

with an image but retaining the Likert-scale response approach (Paunonen et al., 1990, 2001). 
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However, more modern approaches have moved away from the use of tedious Likert scales, 

replacing response options rather than the question stem/statement with images. For example, 

Krainikovsky et al. (2019) tagged images with information relating to the objects, behaviour, 

emotions and scenery in the image and used choices to predict personality using a machine 

learning based approach. Although this resulted in low convergent validity with the NEO PI 

(Costa & McCrae, 2008), ranging from r = .06 for neuroticism to r = .28 for agreeableness, 

this measure was not created for use in selection.  

In contrast, Leutner et al., (2017) developed an image-based assessment of creativity 

that was intended for use in selection, where test-takers were presented with text-based 

questions and asked to indicate which image is most like them from the options available. 

Scored using machine learning algorithms that predict scores on questionnaire-based 

measures of those traits, the assessment had good concurrent validity the target scale 

curiosity: r = .35, cognitive flexibility: r = .50, and openness to experience r = .50). Image-

based formats can also be game-based or gamefully designed if they incorporate elements of 

game, such as sound effects or progress bars, to enhance the candidate experience.  

In summary 

Psychological theory is increasingly being combined with machine learning 

techniques to create innovative tools that can be used throughout the talent management 

lifecycle. Algorithmic assessment formats in particular combine psychological theory on the 

knowledge, skills, attributes, and other characteristics required to be successful in a role and 

the measurement of these competencies with machine learning based scoring algorithms that 

can make use of non-traditional data. While these assessments can take many formats, some 

of the most widely used algorithmic selection procedures are algorithmically scored video 

interviews, game-based assessments, and image-based assessments. Given the access 

available to image-based assessments of personality, these are used as the basis for the 

research in this thesis. 
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Bias in psychology and computer science 

As the interdisciplinary approach to hiring is becoming increasingly widespread, it is 

being met with concerns about how the priorities of each discipline can align and the 

potential harms associated with the use of algorithms in recruitment. One of the most 

significant concerns is the potential of the algorithms to result in biased outcomes 

(Hunkenschroer & Luetge, 2022; Tippins et al., 2021) since they can perpetuate and amplify 

existing biases (Lloyd, 2018) and even small amounts can compound to have large effects 

(Hardy et al., 2021). However, concerns about bias are not merely a pessimistic prediction; 

there have already been multiple instances of algorithmic systems designed for use in 

recruitment resulting in biased outcomes. Perhaps the most well-known example of this is 

Amazon’s decommissioned recruitment tool, which was found to be biased against female 

applicants and was, therefore, not deployed. The algorithm, which evaluated candidates’ 

resumes, was trained using the resumes of those who had previously applied for technical 

roles at Amazon (Dastin, 2018), the majority of whom were male, reflecting the gender 

imbalance in the tech industry (PricewaterhouseCoopers, 2017). This led to the algorithm 

penalising any resumes that contained the word “women’s”, therefore being biased against 

female applicants who wrote about their membership to a women’s team (Dastin, 2018).  

LinkedIn and Facebook have also come under fire for bias in the algorithms used to 

display job adverts to users of the sites. The algorithm LinkedIn used to match job candidates 

with suitable opportunities was found to be biased against female users, with male users 

being referred for open roles more often than females. This was due to the fact that the 

algorithm ranked applicants on how likely they were to apply for the position that they were 

shown, and males are typically more determined when it comes to seeking out new 

opportunities and are consequently more likely to click on the ad (Beatrice, 2021; Wall & 

Schellmann, 2021). While this has now been resolved through the introduction of an 
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additional algorithm that ensures that there is a more balanced gender distribution in the 

targeting of job ads (Wall & Schellmann, 2021), the same cannot be said for Facebook. An 

investigation into the algorithms used by the site found that females are less likely to be 

shown an advert for a position in a male-dominated company compared to an advert for an 

almost identical position in a company with a more balanced gender distribution of 

employees. Even when qualifications are controlled for, this problem persists and is present 

across multiple roles and industries (Imana et al., 2021). Further, it is more expensive to 

display job adverts to females on Facebook, especially those aged between 25 and 44, since 

they are seen as a prized demographic (Lambrecht & Tucker, 2019). As such, there is a clear 

need to ensure that bias in algorithmic recruitment tools is prevented, identified, and 

mitigated. To do so requires an understanding of how bias is defined and mitigated in I-O 

psychology and machine learning, as well as the equality of opportunity legal landscape. 

Equal opportunity and the law 

Equal opportunity laws around the world protect individuals from discrimination in 

employment decisions based on certain protected attributes. For example, Article 21 of the 

European Union (EU) Charter of Fundamental Rights (European Union, 2000) prohibits 

discrimination on the grounds of race, age, sex, ethnicity, religion or belief, disability, ethnic 

or social origin, genetic features, language, political (or other) opinion, minority status, 

property, birth, and sexual orientation. The Charter takes a contextual, case-by-case approach 

to determine whether discrimination is occurring (Wachter et al., 2021). In the United 

Kingdom (UK), the Equality Act of 2010 protects individuals from discrimination in public 

services including employment. As with the EU Charter, the Equality Act takes a non-

prescriptive approach to discrimination and bias, favouring a case-by-case evaluation and not 

specifying any particular evidence needed to support claims of non-discrimination in 

recruitment decisions (Equality Act, 2010). As such, I-O psychologists in the EU and UK 

often look to more prescriptive legal landscapes to determine how to measure bias in 
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recruitment (Hilliard et al., in press). Indeed, the US has some of the most prescriptive equal 

opportunity laws, where the Equal Employment Opportunity Commission’s (EEOC) Uniform 

Guidelines on Employee Selection Procedures (EEOC, 1978) have governed the laws 

surrounding the use of pre-employment tests for the past 40 years. The Guidelines, which 

enforce the Civil Rights Act of 1964, have two major themes: outcome parity and validation 

studies.  

Outcome parity 

According to the Guidelines, individuals belonging to different subgroups should 

have equitable outcomes or outcome parity. This is operationalised in terms of equal hiring 

rates for groups based on sex and race/ethnicity as measured using the four-fifths rule, which 

says that adverse impact (differential hiring rates) occurs when the selection rate of one 

subgroup is less than four-fifths (.80) of the selection rate of the subgroup with the highest 

rate (EEOC, 1978). While this is generally taken as the rule of thumb, the Guidelines note 

that a ratio less than .80 might not indicate adverse impact, particularly if the analysis was 

carried out using a small sample or if the sample is not representative of the typical applicant 

pool (EEOC, 1978). When this rule is violated, the Guidelines stipulate that if there is another 

equally valid selection procedure available that is associated with less adverse impact, then 

the alternative should be used.  

While the Uniform Guidelines endorse the use of the four-fifths rule to determine 

adverse impact, they do note that other metrics may be used, providing there is justification 

for this. For example, the two standard deviations rule, also known as the z-test, has been 

used in some court cases to measure adverse impact (PSI, 2018) and is also endorsed by the 

Federal Contract Compliance Manual (Office of Federal Contract Compliance Programs, 

2020), which provides guidance on equal opportunity for workers. The two standard 

deviations rule compares the expected and observed hiring rates for different groups, where a 

value greater than two indicates adverse impact, and is suitable for use with smaller sample 
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sizes (Collins & Morris, 2008; Murphy & Jacobs, 2012). However, the two metrics can result 

in discrepant findings (S. B. Morris & Lobsenz, 2000), meaning I-O psychologists can often 

look to additional metrics to assess adverse impact. For example, the effect size of the 

difference in mean scores of subgroups can be examined using Cohen’s d. This statistic, 

which is not affected by sample size, indicates that there is a small effect size when d = +/-

0.20, medium when d = +/-0.50, and a large effect size when d = +/-0.80 (Cohen, 1992).  

Although the Guidelines do not require adverse impact testing based on age since this 

is addressed by the Age Discrimination Act, some do extend their adverse impact analysis to 

include age (e.g., Fisher et al., 2017; Hilliard, Kazim, et al., 2022a; HireVue, 2020; Klein et 

al., 2015). More comprehensive adverse impact testing like this may become the norm as 

technology is increasingly used in recruitment since there are differences in the approach to 

and perceptions of technology based on age. For example, age is negatively related to 

technology self-efficacy (Ellison et al., 2020) and to perceptions of ease of use and usefulness 

of technology (Hauk et al., 2018). Older candidates also have more negative perceptions of 

the fairness and usability of video interviews compared to younger candidates (Basch & 

Melchers, 2019), but approach video interviews more formally, considering their attire, 

background, and body language more than younger applicants (McColl & Michelotti, 2019). 

Since background and accessories can influence algorithmic judgements of video interviews 

(Fergus, 2021), this could potentially result in adverse impact against younger applicants. 

However, Melchers & Basch (2021) found that younger applicants perform better on a game-

based assessment of complex problem-solving than older applicants, although the effect sizes 

for the differences in performance were small and others report that age is not related to 

performance on game-based assessments of working memory, complex planning, numerical 

comprehension, or logical reasoning (Ellison et al., 2020). Given the mixed findings 

surrounding disparities in the performance of older and younger users, this indicates that age 
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differences could be an additional factor to consider during adverse impact analysis of 

algorithmic recruitment tools, something that is not suggested in the Guidelines.  

 Validation studies 

While the Guidelines provide little guidance on mitigating bias, except for 

considering how cutoff scores influence adverse impact, they require evidence of the validity 

of a measure that is associated with adverse impact to justify its continued use (EEOC, 1978). 

Where evidence of the validity of a selection procedure is required, the Guidelines necessitate 

documentation to support three types of validity (EEOC, 1978): 

• Criterion-related validity – evidence that the assessment is predictive of or 

correlated with important aspects of job performance.  

• Content validity – evidence that the content of the assessment represents 

important aspects of job performance.  

• Construct validity – evidence that the assessment measures characteristics that 

have been identified as being important for success in the role using a series of 

studies, which may include measures of content or criterion validity.   

The Guidelines place restrictions on the types of validation studies that are suitable 

for measures of traits or constructs such as personality and intelligence, with content validity 

said to be unsuitable justification for the use of these measures. In addition, the Guidelines 

state that there is a lack of literature available in relation to construct validity, which could 

restrict validation studies of personality and intelligence to criterion-related validity. 

However, since the Guidelines were published over 40 years ago, there have been 

advancements in content validation studies, with multiple approaches suggested (Sackett, 

1987). 

A key feature of all three types of validity is job analysis, where the relevant 

behaviours, duties, and outcomes of a job are identified from job information. While the 
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Guidelines state that the way in which a job analysis is conducted is down to the discretion of 

the assessor, job analysis aims to ensure that the constructs being measured by the assessment 

are relevant to the attributes necessary to perform well in the job. Further, particularly for 

construct validity studies, the Uniform Guidelines require that the construct being measured 

be based on psychological theory. While in I-O psychology it is generally regarded as good 

practice to ensure that there is a theoretical basis for predictors (SIOP, 2018; Tippins et al., 

2021), the same approach is not always shared when using algorithmically driven 

assessments; while each item in a questionnaire is carefully considered to ensure it has 

content validity, the large number of predictors used in machine learning algorithms makes it 

almost impossible to justify each predictor and how they interact in the model. Indeed, the 

value of machine learning is that it can process large datasets and identify unintuitive 

connections between data (Mitchell et al., 2021; Wachter et al., 2021), meaning that 

providing the assessment predicts relevant organisational behaviours, some may consider the 

theoretical basis of predictor interactions as nice to know (Tippins et al., 2021).  

Algorithms using unstructured data may present additional challenges in terms of 

justifying predictors and how they are used by models. Indeed, if the datapoints included in 

the algorithm are not sufficiently investigated, this can affect the validity of the measure. For 

example, accessories such as glasses and headscarves, and objects visible in the background 

of a video interview such as a bookshelf or art can affect algorithmic judgements of 

personality from video interviews (Fergus, 2021). This highlights the need for caution when 

creating algorithms using a large number of datapoints, particularly when the algorithms are 

based on unstructured data.  

In addition to using job analysis when designing a selection procedure, the Guidelines 

also provide recommendations for strengthening the conclusions of validation studies, such as 

cross-validation (EEOC, 1978). The use of cross-validation is also endorsed by I-O 



 

 

35 

psychology, where psychologists are encouraged to apply the scoring model to multiple 

samples from the same population (SIOP, 2018). Similarly, cross-validation is also used in 

machine learning to find the best model. Here, the dataset is divided into training data, which 

is used to train the model, and test data, which acts as an unseen sample. This is repeated 

using different combinations of training and test data to find the model that fits the data best 

(Schaffer, 1993). This approach is possible in machine learning since predictive measures are 

often based on Big Data, having sample sizes in their tens of thousands or even millions 

(Bachrach et al., 2012; Kosinski et al., 2013; A. H. Schwartz et al., 2013), allowing the 

dataset to be divided into sections of substantial size. In psychology, however, sample sizes 

are usually much smaller, typically in the hundreds. Therefore, to cross-validate, multiple 

samples are needed since dividing the data would result in very small sub-samples. When 

psychology and machine learning come together, sample sizes are usually in the hundreds or 

thousands (Hilliard, Kazim, et al., 2022a; Leutner et al., 2017; Quiroga et al., 2015, 2016), 

being much smaller than those that are typical of machine learning as participants need to be 

recruited to provide the data to train the algorithms. However, modern prediction methods 

that use a machine-learning based approach perform reasonably well when sample sizes are 

small (< 300), although larger samples perform better in terms of representing true cross-

validation with independent samples (Putka et al., 2018). This is useful for I-O psychologists 

working with algorithmic recruitment tools as they can use the machine learning approach to 

cross-validation even when sample sizes are only modest, which is beneficial in situations 

where it is difficult to collect additional data to cross-validate models.  

Bias in I-O psychology 

I-O psychology builds upon the legal landscape to create best practices for measuring 

adverse impact and providing validity evidence, particularly in light of technological 

advancements. Indeed, publications are released from organisations such as the Society for 

Industrial and Organizational Psychology and the American Psychological Association to 
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outline best practices for I-O psychologists in line with current scientific knowledge and 

theory. Of particular relevance to I-O psychologists are the Principles for the Validation and 

Use of Personnel Selection Procedures (SIOP, 2018) and The Standards for Educational and 

Psychological Testing (American Educational Research Association, American Psychological 

Association & National Council on Measurement in Education, 2014), hereafter referred to as 

the Principles and Standards, respectively. Bodies outside of the US also release guidance on 

the use of selection assessments for I-O psychologists, with the British Psychological Society 

(2006) releasing guidelines specifically for the use of online tests, although they were 

published before the use of machine learning in recruitment was a common occurrence. The 

Principles (SIOP, 2018) are the most up-to-date guidelines available to I-O psychologists and 

touch on recent trends in recruitment such as gamification and the use of machine learning.  

One of the key differences between the Principles (SIOP, 2018) and the Uniform 

Guidelines (EEOC, 1978) is the approach to group differences in scores. On one hand, the 

Guidelines assume that all group differences are indicative of adverse impact and stipulate 

that the use of selection procedures associated with adverse impact should be justified 

through evidence of the validity of the measure. On the other hand, I-O psychologists 

investigate the cause of group differences to a greater extent than is required by the 

Guidelines. In fact, instead of using the term adverse impact, the Principles refer to subgroup 

differences, and, instead of assuming that group differences indicate negative consequences, 

they acknowledge that group differences do not necessarily indicate bias (SIOP, 2018). 

Rather, group differences in scores can reflect true group differences in the work-relevant 

outcomes or behaviours assessed by the measure. If subgroup differences in scores are 

reflective of true group differences in ability, the Principles suggest that this can strengthen 

the validity of the measure (SIOP, 2018). However, when group differences in scores do not 

reflect differences in ability, this can weaken the validity of the measure. There are, therefore 
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two sources of variance in the scores of individuals: variance due to true individual 

differences in the construct and variance due to error (Vandenberg & Lance, 2000).  

Another difference between the Principles and Uniform Guidelines is the approach to 

supporting the validity of a measure, where the Principles take a more holistic approach than 

the Guidelines. In particular, the Principles state that almost all relevant information about a 

selection procedure can contribute to determining its validity (SIOP, 2018), moving away 

from the trifurcated concept of validity adopted by the Guidelines. Moreover, the Principles 

explicitly define both fairness and bias but do not define adverse impact. Here, fairness is a 

social concept that can be defined as equal group outcomes, equitable treatment of all test 

takers, comparable access to the construct that the assessment measures, and lack of bias 

(SIOP, 2018). On the other hand, bias is defined as systematic errors in test scores that 

differentially affect different subgroups and can take two forms (SIOP, 2018):  

• Measurement bias – occurs when irrelevant variance results in systematic group 

differences in scores and is a concern for both predictor and outcome variables. In 

other words, measurement bias occurs when group differences in scores do not 

reflect differences in ability. For example, when two subgroups are, on average, 

given different scores despite comparable job performance. 

• Predictive bias – occurs when the same regression line cannot be applied to all 

subgroups. As a result of predictive bias, which is also known as differential 

prediction, individuals who have the same ability but belong to different 

subgroups are given different scores by the measure.  

Measurement bias can occur at the item level, referring to differences in the 

probability of selecting a particular (or the correct) answer for different subgroups with the 

same underlying ability, or test level, referring to differences in the total scores for 

individuals belonging to different subgroups who have the same underlying ability. In the 
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item response theory literature, item and test bias are referred to as differential item 

functioning and differential test functioning, respectively (S. Stark et al., 2004). Although less 

widely researched than predictive bias, there are a number of ways to investigate 

measurement bias, including through examining the effect size of mean score differences for 

subgroups and through examining adverse impact at different cutoff scores (S. Stark et al., 

2004). 

In contrast, predictive bias focuses on the relationship between the scores derived 

from the measure and external criteria (S. Stark et al., 2004) and can be divided into non-

compensatory and compensatory bias. The former occurs when an assessment yields different 

mean scores for different subgroups, despite them having the same level of competence on 

the construct being measured. The latter occurs when although the mean score for different 

subgroups is the same, there is a disparity in the variance in scores of each subgroup (Tay et 

al., 2022), and can be examined using moderated multiple regression using the predictor 

score, subgroup membership and the interaction between them to examine the fit of a 

common regression line for multiple subgroups. Here, differences in the slope or intercepts 

signal predictive bias (Berry & Zhao, 2015), although there has been some debate about 

whether intercept differences are as important as slope differences (Landers, Armstrong, et 

al., 2022). 

Like the Guidelines, the Principles suggest that if multiple tests are compiled and used 

as the basis for selection decisions, then tests for bias should examine the total process 

instead of individual tests (SIOP, 2018). However, while the Guidelines emphasise that scores 

should be used to determine adverse impact, the Principles also recommend examining bias at 

the equational level, as well as score level. They also note that further research is needed to 

investigate the cause of different forms of predictive bias, especially with constructs other 
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than cognitive ability, and how to overcome issues associated with low statistical power when 

testing for predictive bias (SIOP, 2018). 

Bias in Computer Science 

In contrast to I-O psychology, computer science typically uses the terms bias and 

fairness interchangeably (Goel et al., 2018), and there is a lack of a single definition of 

bias/fairness because the concept has changed over time. Early definitions focused on 

differential prediction for different subgroups who were consistently scored too high or too 

low compared to other subgroups, while more recent definitions focus on differential item 

functioning and error rates (B. Hutchinson & Mitchell, 2019). Compiling the most widely 

used definitions of fairness, Verma and Rubin, (2018) identified 20 different definitions, some 

of which were known by multiple names. For example: 

• Fairness through unawareness – a model is fair if it does not use protected 

characteristics to make predictions (Gajane & Pechenizkiy, 2017). This definition 

is incompatible with I-O psychology since proxy variables can be an issue; given 

that patterns of non-verbal communication vary between males and females in 

video interviews (Frauendorfer & Mast, 2014), this could be a proxy for 

determining gender, for example. Even if proxy features were removed from the 

model, it could still be argued that fairness through unawareness is not being met 

as some may assert that the model now knows the protected attributes as they 

were encoded in the features that were removed from the model.  

• Fairness through awareness – knowing the protected attributes of individuals in 

the training data can make the model fairer if they are used to ensure that similar 

individuals receive similar predictions regardless of their subgroup membership 

(Dwork et al., 2012). If the model does not predict similar individuals similar 

scores, this indicates that it may be biased or unfair (Dwork et al., 2012).  
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• Group fairness (also known as statistical parity, equal acceptance rate, and 

benchmarking) – individuals from different subgroups should have the same 

probability of being assigned to the positive condition (Verma & Rubin, 2018). To 

contextualise this to recruitment, Black, Asian, Hispanic and White applicants 

should all have the same probability of being recommended for an interview by 

the model.  

• Conditional statistical parity – extends group fairness, positing that when other 

legitimate influences are controlled for, the subgroups should have an equal 

likelihood of being assigned to the positive condition (Verma & Rubin, 2018). 

This means that when relevant factors such as education and experience are 

controlled for, candidates from all subgroups should have an equal likelihood of 

being recommended for an interview. While not completely consistent with the 

notions of (lack of) bias of I-O psychology, this is more compatible with the field 

because it acknowledges that there could be legitimate reasons for variations in 

performance between subgroups and, therefore, how individuals are classified. 

• Predictive parity (also known as outcome test) – both the protected and non-

protected attribute have an equal positive predictive value, calculated by dividing 

the number of true positives by the total number of positive cases. 

• Equalised odds – the true and false positive rates of different subgroups should 

be equal (Verma & Rubin, 2018) 

• Conditional use accuracy equality –satisfied when the probability of true 

positives and true negatives is equal for different subgroups. Implied by this 

definition is that there should be equal accuracy for different subgroups, 

something that is explicitly endorsed by the overall accuracy equality definition of 

fairness (Verma & Rubin, 2018). 
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In summary 

The use of algorithms introduces several novel sources of bias that must be considered when 

designing, developing, and deploying algorithmic recruitment tools. While bias is a well-

defined concept in I-O psychology, there is much less cohesion in computer science. Indeed, 

computer science does not have a single definition of bias, and definitions that do exist can be 

mutually exclusive, meaning computer scientists may be forced to choose the definition they 

are optimising their model with respect to. This can be problematic as not all definitions of 

bias are designed with social applications in mind, so could violate equal opportunity laws. 

On the other hand, I-O psychology has several well-established metrics for measuring bias 

and adverse impact that are typically aligned with equal opportunity laws. However, 

traditional approaches to bias mitigation in I-O psychology may not consider the novel 

sources of bias introduced by the use of algorithms. As such, it is essential that the 

compatibility of the two fields with respect to bias measurement and identification is 

investigated to avoid differential hiring rates based on irrelevant characteristics. 

Fairness perceptions of algorithmic recruitment tools 

Moving away from bias to fairness, there is an emerging body of research 

investigating the fairness perceptions of algorithmic tools. The most widely used model of 

fairness was developed by Gilliland (1993) and was derived from organisational justice 

theory. Gilliland’s model conceptualises fairness perceptions of selection tools into two broad 

categories: distributive justice and procedural justice. Here, distributive justice concerns the 

equity, equality, and the fulfilment of needs while completing pre-employment tests. 

Specifically, a test is viewed as equal if unrelated characteristics such as gender or ethnicity 

do not influence outcomes and can be perceived as equitable if the outcomes of the 

assessment are in line with an applicant’s expectations based on their previous success and 

qualifications (Gilliland, 1993). The fulfilment of needs builds on these elements, where 

candidates judge whether their needs are met to facilitate equal and equitable outcomes. This 
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includes providing accommodations to those who need them, for example, to ensure that 

outcomes are not unfairly disadvantaged by their disability (Gilliland, 1993).  

On the other hand, procedural justice is concerned with the procedure used to conduct 

a pre-employment test. This type of fairness can be influenced by the test type, human 

resources policies, and human resources personnel and is driven by factors including job 

relatedness, opportunity to perform, feedback, and communication received, all of which 

affect the perceived ability to influence a decision (Gilliland, 1993). Much of the research 

regarding the perceived fairness of algorithmic recruitment tools investigates procedural 

justice since it is a concern about the use of algorithms shared by both candidates and human 

resources practitioners alike (Fritts & Cabrera, 2021; Mirowska & Mesnet, 2021).  

Procedural justice perceptions of algorithmic recruitment tools 

The perceived procedural justice of algorithmic recruitment tools is typically positive, 

although this can vary by assessment tool. For example, Georgiou and Nikolaou (2020) 

report that algorithmically scored game-based situational judgement tests are viewed as fairer 

than traditional situational judgement tests. In contrast, Suen et al., (2019) report that 

although there is a preference for synchronous video interviews compared to asynchronous, 

fairness perceptions do not vary when asynchronous video interviews are judged by humans 

compared to an algorithm, suggesting that it is the synchronicity that drives reactions rather 

than the use of algorithms. Concurring with this finding, a large-scale study examining the 

reactions of almost 645,000 real-life applicants from 46 countries to synchronous and 

asynchronous video interviews found more positive perceptions of the synchronous interview 

in terms of satisfaction and effectiveness (Griswold et al., 2022). More recent research 

reveals further contrasts, with algorithmic tools being seen as less fair when used in later 

stages of the recruitment funnel, such as for video interviews, and equally as fair as human 

ratings when used in earlier stages, such as for application screening (Köchling et al., 2022). 

Such perceptions can be examined at both a high level and a more granular level including in 
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relation to specific variables such as social presence, interpersonal treatment, perceived 

behavioural control, and consistency (Langer et al., 2019). Investigating procedural justice at 

this level can provide greater insight into the factors driving fairness perceptions, and how 

applicants interact with the tools. The following sub-sections examine the behavioural 

control, social presence, and creepiness of algorithmic recruitment tools to reflect the 

elements of procedural justice most frequently investigated in the literature. 

Algorithmic recruitment and behavioural control  

Perceived behavioural control refers to the extent to which candidates believe that 

they can control or influence an outcome with their behaviour (Langer et al., 2019). In other 

words, by engaging in certain behaviours, candidates believe they can influence hiring 

decisions. In contrast to the mixed findings of overall procedural justice, when narrowing the 

focus to perceived behavioural control, fairness perceptions of algorithmic recruitment tools 

are more consistent; several studies report that across different algorithmic recruitment tools, 

there is less perceived behavioural control. Indeed, despite being seen as more objective, 

algorithmic asynchronous video interviews are seen as having less opportunity to perform in 

comparison to human-rated asynchronous video interviews (Kaibel et al., 2019). Likewise, 

algorithmic resume screening tools are perceived to be less able to judge human character 

compared to human screeners (Lee, 2018), despite humans spending less than 10 seconds 

reading each resume (Ladders Inc., 2018) and being found to be biased against non-white 

sounding applicants (Bertrand & Mullainathan, 2004). Specifically, applicants perceive it to 

be unfair that algorithms cannot make exceptions whereas human raters can. This indicates 

that applicants perceive that there is less opportunity for them to perform with algorithmic 

judgements because of their objectivity, meaning that they are less able to manipulate the 

algorithm than human raters. There have also been claims that the use of algorithms can be 

reductionist and reduce the autonomy applicants have over their self-representation due to the 

rigid conception by algorithms of how attributes should or can be displayed (Aizenberg et al., 
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2023). Therefore, efforts to make recruitment funnels more objective and standardised, and 

therefore fairer in terms of a lack of bias, have resulted in them being perceived as more 

unfair and sometimes unethical. 

Algorithmic assessments and creepiness 

Related to behavioural control is creepiness - a sense of ambiguous discomfort and 

not knowing exactly how to interact with the tool (Langer et al., 2019), where a lack of 

transparency and a limited ability to control or influence the technology can result in a tool 

being judged as creepy (Köchling et al., 2022; Langer et al., 2018, 2019; Tene & Polonetsky, 

2013). This is particularly true for video interviews, where participants in two studies of 

automated video interviews judged them to be significantly creepier than video conference 

interviews (Langer et al., 2019) and asynchronous interviews evaluated by humans (Oostrom 

et al., 2024). Similarly, when compared to perceptions of human-evaluated telephone 

interviews, AI-supported video interview evaluations are rated as significantly creepier 

(Köchling et al., 2022). Moreover, the perception of AI as creepy mediates the relationship 

between the evaluation of the use of AI and organisational attractiveness, and concealing the 

use of AI results in negative reactions if a candidate discovers that the technology was used at 

a later date (Köchling et al., 2022). 

A possible explanation for applicants perceiving less opportunity to perform and thus 

creepiness is a lack of knowledge about what the algorithm uses to make judgements. This is 

particularly due to the fact that algorithms are often black-box or glass-box systems (Cheng 

& Hackett, 2021), meaning the internals of the model are uninterpretable or unknown 

(Guidotti et al., 2018). However, using videos of virtual characters responding to and 

adapting to candidate behaviours, Langer et al. (2018) found that providing some explanation 

about how the character used inferences about non-verbal behaviour – such as facial 

expressions, gestures, and speech – to appropriately respond to candidates worsened 

perceptions of fairness and organisational attractiveness. Moreover, providing more 
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information to candidates about how algorithms make decisions can invoke concerns about 

privacy due to the data being used to compute judgements (Langer et al., 2021). This suggests 

that it is not the lack of knowledge about algorithmic decision-making that drives lower 

perceptions of opportunity to perform with algorithmic tools, but the fact that candidates are 

more confident in influencing human decision-making since the factors that humans consider 

when making judgements are more intuitive and superficial compared to datapoints used by 

algorithms. Therefore, the more subjective nature of human judgements is preferred because 

candidates believe that they are more able to influence the decision of the rater through 

impression management, which is not uncommon for candidates to use during their 

application (Weiss & Feldman, 2006).  

Algorithmic recruitment and social presence  

Perceptions of social presence are concerned with the extent to which applicants 

perceive there to be an interpersonal connection facilitated by empathy and warmth during an 

interaction (Langer et al., 2019). Research into algorithmically analysed video interviews and 

tests of performance found them to be rated as less personable, or lower in social presence, 

than manual ratings in a fictitious hiring scenario, despite participants not interacting with a 

human in either condition (Kaibel et al., 2019). This suggests that algorithmic judgements are 

perceived as being unfair as they are less able to reflect human values and replicate 

interpersonal exchanges as an algorithm cannot empathise with candidates like humans can. 

Indeed, despite acknowledging that algorithmic recruitment tools are more objective than 

human ratings and that human ratings can be biased, participants still reported perceiving 

algorithmic recruitment tools as less fair due to the lack of human connection and interaction 

(Mirowska & Mesnet, 2021). This could explain why algorithmic tools used earlier in the 

funnel, where there is typically less human interaction, are seen as equally fair to human 

ratings, while algorithmic tools used later in the funnel, such as during the interview stage, 
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are viewed as less fair than human ratings (Köchling et al., 2022) since there are differences 

in the level of human connection expected.  

Concerns about lack of opportunity to perform are also echoed by human resource 

practitioners, some of whom believe that algorithms have artificial values instead of human 

values since the relationship between humans is very different to the relationship between 

humans and computers as the latter can become gamified and lack sincerity (Fritts & Cabrera, 

2021). Removal of or limiting the human element in the recruitment process also has 

implications for the opportunities for recruiters to form connections with candidates (Li et al., 

2021), particularly if much of the process is automated and recruiters are only involved in 

making the final decision based on algorithmic recommendations.  

However, interestingly, a so-called algorithmic outrage deficit has been proposed, 

where gender discrimination in hiring supposedly results in less moral outrage when 

discrimination occurs due to algorithmic versus human biases (Bigman et al., 2022). 

Although algorithms might be trained based on human judgements, this deficit is theorised to 

be due to a shift in attribution, where algorithms are not held accountable for discriminatory 

decisions since they are not prejudicially motivated, whereas human decision-making can be 

driven by stereotypes and prejudices (Bigman et al., 2022). Despite this, it is vital that there is 

at least one human who is responsible for the outputs of algorithms to ensure that there are 

mechanisms for accountability. A summary of the key findings of these studies can be seen in 

Table 1. 

In summary 

Algorithmic assessments represent a significant opportunity to improve candidate 

experience and streamline processes for employers. Candidate perceptions of selection 

procedures can influence their likelihood to accept a role, and thus the talent an employer has 

access to. Investigations into how algorithmic assessments are perceived have led to largely 

mixed findings, although assessments used earlier in the selection process are typically 
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viewed more favourably than those used later in the process. Moreover, the objectivity of 

algorithms can negatively impact perceptions of these tools as exceptions cannot be made for 

individual candidates, and there is less of an opportunity to form connections. However, these 

investigations have typically examined specific types of fairness perceptions isolation, rarely 

providing a holistic view of experiences with algorithmic assessments. 
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Table 1 

Summary of the key findings of the described studies investigating procedural justice. 

Study 
Assessment 

tool 
Participants and Procedure Key findings 

Georgiou & 

Nikolaou, 

2020 

Game-based 

SJT 

73 employees of an IT company + 

88 control that completed a 

gamified or standard SJT; 131 

students/alumni of a South 

European university that 

completed a gamified SJT 

• Higher levels of process 

satisfaction and organisational 

attractiveness for the game-based 

SJT compared to the traditional 

form  

• Higher levels of perceived fairness 

through process satisfaction 

Suen et al., 

2019 

Video 

interviews 

180 members of a non-profit HR 

organisation in China that 

completed synchronous or (AI) 

asynchronous video interviews 

• No difference in the fairness 

perceptions of synchronous and 

asynchronous video interviews 

• No difference in the fairness 

perceptions of human versus 

algorithmic rater  

• Preference for synchronous 

interviews 

Köchling et 

al., 2022 

AI support in 

screening and 

interviews 

160 German employees presented 

with hypothetical hiring scenarios 

• Decreased perceived opportunity to 

perform when AI support used for 

telephone or video interviews 

• No effect of AI support in earlier 

screening stages on perceived 

opportunity to perform  

Langer et 

al., 2019 

Video 

interviews 

123 German participants 

presented with videos of others 

completing automated or 

conference interviews 

• Automated interviews in the 

selection context are associated 

with less perceived behavioural 

control and lower levels of 

acceptance through lower social 

presence compared to automation 

in low-stakes contexts or 

synchronous video interviews 

Mirowska 

& Mesnet, 

2021 

CV screening 

tool and 

video 

interview 

Interviews with 33 French 

professionals about a presented 

scenario 

 

• Interviews found that participants 

accepted algorithms to be more 

objective than humans but preferred 

human judgements, despite them 

being prone to bias  

Kaibel et 

al., 2019 

Application 

screening 

tool; online 

assessment 

and video 

interview 

165 German employees presented 

with a fictitious scenario; 255 

American MTurk workers who 

completed an online test and 

digital interview 

• Across all of the tools, perceived 

opportunity to perform and social 

presence was lower for algorithmic 

judgements compared to human 

judgements  

Lee, 2018 
Screening 

tool 

228 American MTurk workers 

presented with scenarios about 

hiring as well as work scheduling, 

work assignment, and work 

evaluation 

• Human hiring decisions are judged 

as fairer than algorithmic as 

algorithms lack human intuition 

and cannot make exceptions 
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Neurodiversity 

Neurodivergence is an umbrella term that describes differences in thinking and 

cognition, although there is a lack of an agreed-upon definition (Doyle, 2020). As a non-

medical phenomenon, the conceptualisation of neurodivergence has been influenced by 

biodiversity or biological differences, social disability movements, and insights into cognitive 

functioning from psychology (Doyle, 2020; J. A. Hughes, 2021). In general, neurodiversity 

can be thought of as a continuum of differences, and the presentation and symptomology of 

conditions can vary between individuals (British Psychological Society, 2021). However, 

whereas neurotypical individuals typically show a flat profile on measures of specific 

cognitive abilities (e.g., verbal skills, working memory, visual skills, and processing speeds) 

where scores are similar across all abilities, neurodivergent individuals typically show a 

spiked pattern, scoring highly on some abilities and low on others (Weinberg & Doyle, 2017).  

Neurodivergence encompasses many conditions, including attention deficit 

hyperactivity disorder (ADHD), dyslexia, and autism spectrum disorder (autism). These 

conditions are all thought to be developmental, meaning that they are present from birth and 

symptoms develop throughout childhood and adolescence (Weinberg & Doyle, 2017). 

Whereas ADHD and autism have more noticeable behavioural symptoms and are typically 

diagnosed through health services, dyslexia is associated with educational and practical 

challenges and is therefore more commonly diagnosed by psychologists and occupational 

therapists (Weinberg & Doyle, 2017). It is estimated that 10% of the population of the UK 

has dyslexia (Central Digital & Data Office, 2017), 1% have autism, and 10% have ADHD 

(NHS Digital, 2014). These figures are in line with global prevalence, with 15-20% having 

dyslexia (International Dyslexia Association, 2016), just under 1% having autism (Baxter et 

al., 2015), and around 5% having ADHD (Polanczyk et al., 2007). Accordingly, around 1 in 5 

people are neurodivergent (Doyle, 2020). It is estimated that having ADHD increases the 
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chances of having dyslexia fourfold (Wagner et al., 2019), and the prevalence of ADHD in 

those with autism is around 40% (Rong et al., 2021). As such, some practitioners refer to 

individuals with these conditions as having a particular neurotype, such as a dyslexic 

neurotype, instead of someone who has a particular condition (e.g., someone with dyslexia) 

to account for those who have comorbid conditions or multiple neurotypes (McDowall et al., 

2023).  

However, there is growing debate around the whether the prevalence of autism is 

underestimated. Originally developed by Allison et al. (2012), the AQ10 is a short, 10-item 

measure designed to aid referral decisions for a full autism diagnostic that asks individuals to 

report the extent to which they agree with each of the 10 statements. Scores are calculated by 

binarising responses to the scale, giving a maximum score of 10. In the initial creation and 

validation of the measure, a cut-off score of six represented that an individual should be 

referred for a full diagnostic assessment (Allison et al., 2012). However, the National Institute 

for Health and Care Excellence, the public body of the Department of Health and Social Care 

in England, which publishes guidance on treatment and diagnosis, incorrectly recommended 

to use a cut-off score of seven for the assessment, meaning that some individuals with a score 

of six that should have been referred for a full assessment over the past 10 years have not 

been (Waldren et al., 2021, 2022). As such, the prevalence of autism, in England in particular, 

is likely to be higher than current statistics indicate, with estimates suggesting that autism 

prevalence could be almost twice as high as official figures report (O’Nions et al., 2023). 

Either way, neurodivergent individuals make up a considerable proportion of the population.  

Neurodivergence as a Protected Characteristic 

Many individuals with these conditions are still able to participate in things like 

employment with the help of accommodations, with 22% of those with autism and around 

27% of those with specific or severe learning difficulties in employment (Office for National 

Statistics, 2021b). However, since being neurodivergent can come with many barriers to 
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participation in activities such as work, the term neurominority is increasingly being adopted 

to describe those who are neurodivergent in acknowledgement of their disadvantage with a 

range of life outcomes (Doyle & McDowall, 2022). Indeed, classed as disabilities, ADHD, 

dyslexia, and autism are protected attributes under equal opportunity laws around the world, 

meaning that individuals with these conditions are protected from employment discrimination 

based on their disability status. These protections are enforced by the Equality Act of 2010 in 

the UK and the Americans with Disabilities Act (ADA; 1990) and the ADA Amendments Act 

of 2008 in the US, for example. Under the ADA, employers are prohibited from denying 

applicants employment based on their disability status if they can perform the essential 

functions of the position, with or without accommodations. Reasonable accommodations can 

include ensuring that facilities are accessible to those with disabilities, job restructuring, 

modified schedules, or the modification or acquisition of equipment (ADA; 1990).  

While the ADA (1990) signposts some of the forms that so-called reasonable 

accommodations can take, the accommodations required by each person are individual. 

Nevertheless, common physical adjustments can generally be grouped into those that address 

auditory stimulation, visual stimulation, social stimulation, and the provision of resources 

(Weber et al., 2022). There is, however, a lack of robust evidence on the accommodations that 

routinely alleviate barriers in the workplace for neurodivergent employees (Weber et al., 

2022). As such, it is important that an individualised approach informed by a workplace 

needs assessment is taken, where a qualified assessor identifies the weaknesses of the 

individual based on their examinations and assessments and recommends specific 

accommodations that would support the individual (Moody, 2015). Accommodations are 

typically not costly to implement, are often supported by co-workers (Schur et al., 2014), 

improve perceptions of inclusiveness in the workplace, and foster a more positive 

organisational climate and culture (Hartnett et al., 2011). Further, accommodations granted to 
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neurodivergent, or disabled, employees can often be beneficial to other members of the team 

if implemented widely (Bonaccio et al., 2020; De Beer et al., 2014; Hartnett et al., 2011; 

Leather & Kirwan, 2012).  

Employers are required to meet requests for such accommodations to the best of their 

ability unless there is evidence that doing so would result in undue hardship or a significant 

financial impact, and failure to meet requests for accommodations can result in legal action 

(e.g., Abreu, 2018; Hensel, 2017; McEvoy, 1993). However, despite qualified individuals 

being entitled to such accommodations by law, there is often a reluctance for neurodivergent 

employees to disclose their condition to their employer (Bonaccio et al., 2020; Lindsay et al., 

2021; Locke et al., 2017), typically out of fear of judgement, discrimination, or stigma 

(Lindsay et al., 2021). Accordingly, they can resort to implementing their own workarounds 

to support themselves without the need for employer intervention (Locke et al., 2017). 

Moreover, despite the fact that disability is a protected characteristic, the Uniform 

Guidelines (EEOC, 1978) do not require adverse impact analysis based on disability as, like 

age, it is protected by other, specific legislation. This lack of adverse impact assessment is a 

particular concern for invisible disabilities, such as being neurodivergent, where it can be 

harder to observe whether a procedure has a discriminatory outcome. As such, the burden can 

be on applicants to prove that they have been discriminated against due to their disability, and 

some may not be aware that the procedure is discriminatory against them to initiate 

proceedings to begin with. Therefore, the lack of testing for bias against neurodivergent and 

disabled applicants could create a barrier to accessing employment. 

Neurodiversity in the workplace  

Given the considerable rates of neurodivergence in the general population, many 

employers will have a notable number of neurodivergent employees – whether they know it 

or not. However, much of the research into neurodiversity is centred around education and 

how learning can be supported at school, with much less focus on neurodivergence in 
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adulthood (Leather & Kirwan, 2012). Notwithstanding this, recent years have seen increased 

efforts towards understanding neurodiversity in the workplace, driven at least in part by 

greater awareness of the symptoms of these conditions, resulting in adults to recognising the 

symptoms in themselves and seeking adulthood diagnoses (London & Landes, 2021; Russell 

et al., 2022; Sayal et al., 2018; Solmi et al., 2022; Zhu et al., 2018).  

As a result of this increased understanding, conversations are also emerging around 

the skills that neurodivergent employees can bring to the workplace, barriers to success, and 

effective accommodations. This is aligned with the notions of positive psychology, which 

studies the circumstances in which people or groups flourish (Gable & Haidt, 2005) and can 

be applied to the organisational context by focusing on how strengths can be unlocked and 

applied to promote positive workplace behaviours (Lorenz et al., 2016). Accordingly, there 

are increasing efforts focusing on how accommodations can be effectively introduced to 

support the performance of neurodivergent and other disabled employees, typically emerging 

in the form of diversity, equity, and inclusion initiatives. Indeed, large, global companies such 

as Google and Goldman Sachs have launched such initiatives, and a number of charities and 

organisations exist to support neurodivergent individuals in obtaining and maintaining 

employment, including the Access to Work scheme in the UK. In the following subsections, 

the impact of dyslexia, ADHD, and autism at work are discussed, as well as evidence for 

successful accommodations for each condition. 

Dyslexia in the workplace 

Dyslexia is a hidden disability that does not result in physically observable symptoms 

but is characterised by functional difficulties in school and the workplace (Doyle & 

McDowall, 2022). Although it is not generally diagnosed in a clinical setting, there is 

evidence for dyslexia having biological origins, including neuro-anatomical differences, 

genetics, and differences in brain activation (Erbeli et al., 2022; Maisog et al., 2008; 

Mascheretti et al., 2017; Ramus, 2014; Richlan et al., 2009; Shaywitz et al., 2006; Tamboer et 
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al., 2016). Dyslexia is characterised by impaired phonological skills, short-term memory, 

sequencing ability, and visuospatial skills, meaning that those with dyslexia can not only 

struggle with reading and spelling, but can also forget appointments, struggle with 

pronouncing long or complex words, take longer to process information presented to them, 

and have messy handwriting due to poor hand-eye coordination (Moody, 2010). These 

challenges can lead to anxiety and lower self-esteem surrounding specific tasks since their 

condition can present barriers to achieving something they are otherwise capable of 

intellectually (Jordan et al., 2014; Nalavany et al., 2018; Novita, 2016).  

According to the model of adult dyslexic success derived from interviews with 

successful adults with learning disabilities including dyslexia, there are a number of factors 

that can contribute to workplace success in dyslexic employees (Gerber et al., 1992). This 

includes benefitting from social support, having a job that draws on individual strengths, and 

persistence and resilience in the face of adversity (Gerber et al., 1992). Indeed, many adults 

with dyslexia can go on to have successful careers (Leather et al., 2011) or go on to start their 

own businesses (Logan, 2009; Logan et al., 2008). The workplace achievements and 

performance of dyslexics are often supported by the unique strengths that they can bring to 

the workplace, including creativity, out-of-the-box thinking, and problem-solving ability due 

to their ability to mentally rearrange information and processes (Beetham et al., 2017; De 

Beer et al., 2014; Kannangara et al., 2018; Sauter & McPeek, 1993). This is particularly true 

when dyslexic employees are given accommodations in the workplace to unlock these 

strengths and remove unnecessary barriers.  

Although the needs of each dyslexic employee differ and tailored support should be 

informed by a needs assessment, broadly, effective accommodations include coaching to 

support the identification of effective coping strategies (Beetham et al., 2017) or improve 

working memory and self-efficacy (Doyle & McDowall, 2019), additional time during 
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selection assessments and training, and technological aids such as text to speech software 

(Leather & Kirwan, 2012). Dyslexic employees could also be supported by using dyslexia-

friendly formats when providing written information, including using a sans-serif font such as 

Arial (Evett & Brown, 2005; Rello & Baeza-Yates, 2013), and ensuring that the contrast 

between the text and background is not too high by using a cream or yellow background 

when using black text, where possible (Rello & Baeza-Yates, 2017; Rello & Bigham, 2017). 

Such accommodations are also likely to benefit other employees (Leather & Kirwan, 2012), 

particularly if the readability of information is improved (Evett & Brown, 2005).  

However, despite the effectiveness of accommodations when provided, many are 

reluctant to disclose their dyslexia to their employer, often due to concerns about bias, stigma, 

or being seen as incompetent (Alexander‐Passe, 2015; Beetham et al., 2017; Gerber & Price, 

2008; Marshall et al., 2020; McLoughlin, 2015; D. K. Morris & Turnbull, 2007). Dyslexic 

employees, therefore, can instead resort to creating their own workarounds, including using 

dictation or read aloud software, adjusting font size, and using online spellcheck tools (Locke 

et al., 2017). 

ADHD in the workplace  

ADHD is an applied condition that is characterised by differences in behaviour or 

communication (Doyle & McDowall, 2022). Like dyslexia, ADHD is a hidden disability that 

presents in the form of three types of behaviour: inattention, disorganization, and 

hyperactivity-impulsivity. Generally, inattention and disorganisation present as difficulty 

staying on task and losing belongings, while hyperactivity-impulsivity presents as fidgeting 

and interrupting other people at a level that is disproportionate to age and developmental 

status (American Psychiatric Association, 2013). However, there are also sex differences in 

the symptoms of ADHD; males are more likely to display externalising symptoms and thus 

engage in disruptive behaviour, while females are more likely to show internalizing 

symptoms, having higher levels of anxiety and depression (Gershon, 2002; Levy et al., 2005; 
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Loyer Carbonneau et al., 2021) and being more likely to display symptoms of inattention. 

This could explain the higher rates of ADHD diagnosis in males than females (American 

Psychiatric Association, 2013) due to the diagnostic criteria being more aligned with male 

than female phenotypes.  

Within the workplace, issues with executive functioning that come with ADHD can 

manifest in the form of being late, missing deadlines, and misplacing materials (Mao et al., 

2011; Nadeau, 2005), as well as issues with attendance, general organisation, and interrupting 

others (Sarkis, 2014). Employees with ADHD can also struggle with teamwork, getting on 

with supervisors, and meeting their own expectations or perceived potential (Fuermaier et al., 

2021). However, like those with dyslexia, adults with ADHD can go on to have successful 

careers and display a number of strengths in the workplace, such as increased creativity and 

problem-solving, resilience, and hyper-focus on tasks that are found interesting (Hoogman et 

al., 2020; Sarkis, 2014; Sedgwick et al., 2019; Steele et al., 2021; Weinberg & Doyle, 2017), 

which can help to mitigate issues with procrastination.  

Since three broad behaviours categorise ADHD, accommodations can be targeted at 

each. For inattention, accommodations include being provided with a quiet room to 

concentrate, flexible working, and noise-cancelling headphones. On the other hand, 

hyperactivity can be aided through interventions such as ensuring that there are breaks in long 

meetings, and organisation issues can be aided by making use of calendar reminders, 

providing both written and verbal instructions, and providing well-structured notes (Adamou 

et al., 2013; Drehmer & LaVan, 1999; Mao et al., 2011; Nadeau, 2013), although the 

accommodations that each employee will benefit from are individual (Patton, 2009). 

Coaching has also been explored as a more personalised approach to supporting individuals 

with ADHD in the development of organisational and time management skills (D. R. Parker 

& Boutelle, 2009; Prevatt, 2016; Prevatt & Yelland, 2015). However, this is something that is 
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typically implemented in college, with a lack of research on the benefits of coaching for 

employees with ADHD (Sarkis, 2014).  

Approached from a more medical perspective than dyslexia, there is evidence for 

biological origins of the condition, including genetics and differences in brain activation and 

structure (Bayerl et al., 2010; Dibbets et al., 2010; Elia & Devoto, 2007; Nakao et al., 2011; 

Sharp et al., 2009; Sigi Hale et al., 2007; Thapar, 2018). The dopaminergic reward system is 

also thought to play a significant role in ADHD symptomology (R. Stark et al., 2011), where 

individuals with ADHD do not receive adequate stimulation. As such, there is evidence that 

stimulants such as caffeine can help to sustain attention and focus by changing neural activity 

(Kahathuduwa et al., 2020). The symptoms of ADHD can also be managed through 

medication, with many effective treatments using stimulants to alter brain activity and 

activation, although this medication can result in side effects such as headaches (Cascade et 

al., 2010; Pan et al., 2022). However, like with dyslexia, there can be a reluctance to disclose 

ADHD to employers due to concerns about stigma and discrimination (Arnold et al., 2010; 

Masuch et al., 2019; McIntosh et al., 2023; Thomas et al., 2022), which can reduce access to 

useful accommodations. 

Autism in the workplace  

As with ADHD, autism is an applied neurodevelopmental condition (Doyle & 

McDowall, 2022) but is characterised by differences in social communication and interaction 

that persist across multiple contexts, which can lead to impaired social relationships. Autistic 

individuals also display repetitive behaviours, interests, or activities (American Psychiatric 

Association, 2013). Previously, autistic disorder, Asperger’s disorder, and pervasive 

developmental disorder were all considered separate disorders but have since been 

consolidated in the Diagnostic and Statistics Manual Version Five (American Psychiatric 

Association, 2013) into a continuum representing the severity of symptoms in relation to 

social communication and restrictive repetitive behaviours. As with dyslexia and ADHD, it 
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has been proposed that autism has a biological basis, and there is considerable evidence that it 

is a highly heritable condition (Gaugler et al., 2014; Geschwind, 2011; Muhle et al., 2004; 

Thapar & Rutter, 2021), although there is not yet a consensus on the neural mechanisms or 

differences in brain activation that result in autism symptomology (Byrge et al., 2015; Harris 

et al., 2006; F. Zhang & Roeyers, 2019).  

Despite the deficits that characterise autism, many autistic adults are still capable of 

successfully obtaining and maintaining employment, and autistic people are employed across 

various sectors (Baldwin et al., 2014; Lorenz et al., 2016). Roles associated with more 

repetition and less spontaneity generally suit autistic employees’ ways of thinking better 

(Baldwin et al., 2014; Lindsay et al., 2021), but autistic employees also pay attention to detail 

and can concentrate on tasks for a long period of time (Lindsay et al., 2021). Positions in the 

technology industry can particularly draw on these strengths (K. R. Johnson et al., 2020). 

Autistic people are also often honest and efficient (Baldwin et al., 2014), methodical, 

punctual, and consistent (Hagner & Cooney, 2005). Additionally, they are creative and able to 

offer an alternative viewpoint due to their different way of thinking (Cope & Remington, 

2022).  

However, in the workplace, autism can manifest in the form of difficulty 

communicating with others and performing the required tasks, particularly if instructions are 

unclear or when vague language is used (Lorenz et al., 2016). Autists may also struggle with 

roles where there is a lack of routine (Lindsay et al., 2021). In the job application phase, over-

specific job descriptions that are not a true reflection of the role can also present a barrier for 

autistic job seekers (Nagib & Wilton, 2020; Vincent & Fabri, 2022) due to the so-called 

black-and-white thinking style that characterises autism, where thoughts are typically binary 

with a lack of grey area in between (E. Stark et al., 2021). Consequently, if autistic job 

seekers do not meet all of the specifications outlined in the job description, this can lead them 
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to believe they are not qualified for the job, preventing them from applying to a position they 

may well be qualified for (Vincent & Fabri, 2022).  

Nevertheless, there are a number of accommodations that can be implemented to 

support autistic people in the workplace, including a consistent schedule or routine, flexible 

working arrangements, direct communication and instructions, and providing opportunities 

for check-ins and to ask for more information (Baldwin et al., 2014; Hagner & Cooney, 2005; 

Lorenz et al., 2016; Waisman-Nitzan et al., 2021). However, as with dyslexia and ADHD, 

autistic employees can be reluctant to disclose their condition to employers due to concerns 

about stigma and discrimination (Huang et al., 2022; Lindsay et al., 2021; Romualdez, 

Walker, et al., 2021), or might selectively disclose to only certain people in the workplace 

(Romualdez, Heasman, et al., 2021), although those that do disclose often report that it had a 

positive impact (Romualdez, Heasman, et al., 2021), particularly in relation to workplace 

supports and accommodations (Romualdez, Walker, et al., 2021). 

Using technology to support neurodivergent job applicants 

While research into the support mechanisms that can be put in place for 

neurodivergent individuals is typically focused on education, emerging research has begun to 

examine how technology can be used to support neurodivergent job seekers. Although many 

of these interventions are autism-focused, a number of studies have examined the efficacy of 

training inventions to support performance during video interviews (Burke et al., 2018; 

Rosales & Whitlow, 2019; Smith et al., 2021). Others have used video-based interventions 

(Fontechia et al., 2019) and virtual reality (Bozgeyikli et al., 2017) to support vocational 

training. Given the potential of technology to support neurodivergent job seekers and the fact 

that the deployment of alternative assessment formats was accelerated by the pandemic 

(Strazzulla, 2020), this demonstrates that novel assessment formats could help to make pre-

employment tests more accessible. Image-based assessments, for example, largely remove the 

language element, which could be beneficial for individuals with dyslexia and ADHD who 
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can favour visual ways of thinking (De Beer et al., 2014; Fassbender & Schweitzer, 2006). 

The more game-like nature of image-based assessments may also help to alleviate or reduce 

test-taking anxiety (Georgiou & Nikolaou, 2020; Mavridis & Tsiatsos, 2017), which can be 

especially beneficial for neurodivergent applicants who are more prone to test-taking anxiety 

than neurotypical populations (Lewandowski et al., 2015; Nelson et al., 2014, 2015). 

In summary 

Workplaces are made up of neurodiverse individuals that represent a rich pool of 

unique strengths. While neurodiversity is often studied in the context of education, progress 

is increasingly being made to research neurodiverse individuals in the workplace to 

understand their strengths and how they might be supported through adjustments and 

interventions. However, there is a lack of research into how neurodivergent individuals may 

be supported while completing pre-employment tests; the majority of research focuses on the 

training that can be delivered to prepare for them, rather than how pre-employment tests 

could be made more accessible. Notwithstanding this, algorithmically scored image-based 

assessments represent a potential avenue to improve the accessibility of pre-employment 

tests, particularly for applicants who are neurodivergent. 
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Abstract 

Industrial-organisational psychology and computer science are increasingly being 

applied alongside each other to create innovative assessments for screening job candidates. 

While these tools can increase the efficiency of the hiring process and enhance the candidate 

experience, combining artificial intelligence with psychometric assessments presents novel 

risks, including additional sources of bias. This is a concern for both psychologists and 

computer scientists. Although they differ in their approach to measuring and mitigating bias, 

they have the same end goals in mind and could benefit from each other’s approaches. This 

situation demands a reconciliation of perspectives so that practitioners across the fields can 

communicate with each other and with the organisations that make use of their respective 

skills. In this article, we review the different approaches of psychology and computer science 

to identifying and addressing bias, focusing on the independence, separation, and sufficiency 

definitions used in computer science. We provide a worked bias mitigation example to 

explore the effectiveness of three bias mitigation approaches from computer science using 

data from an algorithmically scored image-based assessment of personality designed for use 

in selection, finding that the in-processing approach is most compatible with I-O psychology 

for this assessment. We end with a reconciliation agenda that recommends that greater 

alignment of the two fields could result from updated legislation specific to algorithmic 

recruitment tools, additional guidance from professional bodies, and additional training for 

practitioners.  
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Introduction 

Industrial-organisational (I-O) psychology and computer science are two fields 

making important contributions to addressing bias in algorithmic recruitment tools. However, 

bias can have different meanings to psychologists and computer scientists who each take 

different courses of action when observing what they consider bias to be. This situation 

demands a reconciliation of perspectives in order that practitioners across the fields can 

communicate with each other and with the organisations that make use of their respective 

skills. The two views of bias, of course, are not mutually exclusive; there are computer 

scientists who are also psychologists, and psychologists who are also computer scientists. But 

for this article, where differences exist, the common perspectives of each will be set against 

one another to highlight similarities and resolve differences in interpretations of bias in 

algorithmic recruitment tools. It is also consistent with a real difference in the philosophy and 

approach between industrial psychology and computer science that is evident in the literature 

from each field.  

This article advances the proposition that psychologists and computer scientists often 

have the same end goals in mind, and would profit from studying each other’s approaches. A 

reconciliation of what each field means by bias is a prerequisite for this to occur. Specifically, 

we provide an overview of how bias is defined in I-O psychology, focusing on bias in the 

context of algorithmic recruitment tools (Tay et al., 2022), and a number of common ways to 

mitigate bias, covering techniques applicable to the majority of selection assessments as well 

as those specific to algorithmic tools. We then provide an overview of the several definitions 

of bias/fairness that are used in computer science (Verma & Rubin, 2018) before narrowing 

the focus to three more consolidated definitions of bias: independence, separation, and 

sufficiency (Barocas et al., 2023; Barocas & Hardt, 2017). Noting that independence is most 

aligned with psychology’s notions of bias, particularly the four-fifths rule for measuring 
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adverse impact, we present a bias mitigation worked example that examines the effectiveness 

of three computer science mitigations on reducing subgroup differences in scores on an 

image-based assessment of personality (Hilliard, Kazim, et al., 2022a). Given that, in the 

worked example, two out of the three examined mitigation approaches lacked compatibility 

with I-O psychology, we end with a reconciliation agenda for how the two fields could learn 

from each other and more effectively collaborate in order to effectively mitigate bias in 

algorithmic recruitment tools. Key recommendations include greater education on both sides, 

updated laws that reflect technological advances and developments in best practices, and the 

education of policymakers to ensure that legislation targeting algorithmic tools is effective 

and actionable. 

Algorithmic recruitment and ethical AI 

In recent years, recruitment has become increasingly interdisciplinary, combining I-O 

psychology with computer science to deliver artificial intelligence (AI) and machine learning 

driven recruitment tools, which are being implemented in industry in a number of different 

ways. For example, to identify and aggregate qualified candidates (HireEZ, Arya, 

AmazingHiring), engage with applicants through chatbots (Paradox’s Olivia, ThisWay, 

Brazen), analyse video interviews (HireVue, MyInterview, Gecko), and assess candidates 

through game- and image-based assessments (HireVue, Traitify, pymetrics). The uptake of 

these tools was accelerated by the pandemic, which saw demand for asynchronous video 

interviews soar (HireVue, 2021).  

However, these tools are not without their risks, particularly since algorithms can 

perpetuate and amplify existing biases (Lloyd, 2018) and even seemingly small amounts of 

bias can compound to have large effects (Hardy et al., 2021). Perhaps the most well-known 

example of this is Amazon’s aborted recruitment tool, which was found to be biased against 

female applicants and was therefore retired prior to deployment. The algorithm was trained to 
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evaluate candidates’ resumes on data from previous applicants to technical positions at the 

company (Dastin, 2018), the majority of whom were male, reflecting the gender imbalance in 

the tech industry (PricewaterhouseCoopers, 2017). Since the algorithm was not optimised to 

evaluate female candidates, it penalised any resumes that contained the word “women’s”, and 

was, therefore, biased against female applicants who wrote about their membership to a 

women’s team (Dastin, 2018).  

Whilst Amazon is perhaps the most well-known example of an algorithmic 

recruitment tool being biased, it is not the only offender; LinkedIn and Facebook have also 

come under fire for bias in the algorithms used to display job adverts to users of the sites. 

LinkedIn’s job matching algorithm, which is used to show users of the site suitable positions 

based on their profile, was found to be biased against females as it was optimised to show ads 

to users who were more likely to view the role and apply. However, males are typically more 

determined when it comes to seeking out new opportunities and are consequently more likely 

to click on the ad and apply (Beatrice, 2021; Wall & Schellmann, 2021), meaning that male 

users were being referred for open roles more often than female users. This has now been 

resolved through the introduction of an additional algorithm that ensures that there is a more 

balanced gender distribution in the targeting of job ads (Wall & Schellmann, 2021). Similarly, 

an investigation into the algorithms used by Facebook found that, for an identical position, 

females are less likely to be shown an advert for a position in a male-dominated company 

compared to a company with a more balanced gender distribution of employees. Even when 

qualifications are controlled for, this problem persists and is present across multiple roles and 

industries (Imana et al., 2021). It is also more expensive to display job adverts to females on 

Facebook, especially those aged between 25 and 44, since they are seen as a prized 

demographic (Lambrecht & Tucker, 2019).  
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These examples are just some of the several instances of bias present in algorithmic 

recruitment tools that have been exposed in recent years, highlighting the need for robust 

approaches to measuring and mitigating bias, particularly since recruitment is a high-risk and 

ethically critical context (Kazim et al., 2021). As this interdisciplinary approach to hiring 

becomes more widespread and possibly the norm, greater guidance is needed on how best to 

align the priorities of each discipline and ensure that the algorithms are being applied in a 

way that minimises potential harm. Accordingly, publications discussing concerns associated 

with the use of algorithms in recruitment have begun to emerge, with one of the major 

concerns being the ethical application of these systems in the high-risk context of 

recruitment, particularly surrounding how to ensure that the use of algorithms does not result 

in biased outcomes (Hunkenschroer & Luetge, 2022; Tippins et al., 2021) 

Ethics in artificial intelligence  

AI ethics is concerned with the psychological, political and social impact of AI 

(Kazim & Koshiyama, 2020), and research in this field focuses on the principles, policies and 

regulations that can be implemented to minimise the harm resulting from the technology 

(Jobin et al., 2019; Siau & Wang, 2020). AI ethics frequently draws on concepts from 

philosophy, particularly utilitarianism (the consequences of principles or rules), human and 

civil rights, and virtue (resulting from an individual’s good character; Kazim & Koshiyama, 

2020). Playing a prominent role in AI ethics is fairness, particularly with respect to bias 

(Kazim & Koshiyama, 2020). Here, bias refers to both treatment and impact, where the 

treatment of individuals by algorithms and the impact of these algorithms on individuals 

should be free from bias (Lipton et al., 2018).  

AI ethics has recently started to gain traction and, in response, principles and 

frameworks have been developed by individuals or groups attempting to hold themselves 

(and others that follow them) accountable (Floridi et al., 2018; Floridi & Cowls, 2019; Jobin 

et al., 2019; Siau & Wang, 2020). Beyond this, there have also been calls for increased 
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governance in this space to further increase accountability since many of these principles are 

not put into practice due to issues concerning clarity, a lack of consensus, and a lack of 

interpretability (Kazim & Koshiyama, 2020). Towards this, something that is gaining traction 

is algorithm audits (Koshiyama et al., 2024; Raji et al., 2020), which can be defined as the 

practice of assessing, mitigating and assuring an algorithm in terms of legality, ethics, and 

safety (Kazim et al., 2021). Audits can be carried out by internal or external parties (Raji et 

al., 2020) and are increasingly being required by emerging AI laws. 

Ethics in I-O psychology 

Concerns about the ethical implications of AI in recruitment are also echoed by I-O 

psychologists. For example, concerns have been raised about the extent to which candidates 

can give informed consent about the collection and use of their data when using algorithmic 

recruitment tools since candidates might not know or be able to control what data is being 

collected about them (Tippins et al., 2021). To this end, laws have been passed in Illinois 

(Illinois General Assembly, 2020) and New York City (The New York City Council, 2021), 

requiring candidates to be informed about the information being collected about them and 

used during the evaluation of their performance. Additionally, Hunkenschroer & Luetge 

(2022) provide a review of ethical considerations relevant to algorithmic recruitment tools 

from a number of perspectives, including from a practitioner, legal, and technical perspective. 

As well as raising issues about consent, they also outline other concerns such as transparency 

about decisions and implications for holding developers, vendors and recruiters accountable. 

They also offer strategies to mitigate ethical concerns, taking into account governance, 

professional standards, and technical approaches.  

Unlike the computer science field, where ethical frameworks are predominantly 

created by individuals or groups as opposed to being released by governing bodies, there is 

official guidance on ethical best practices that psychologists must follow. For example, the 

American Psychological Association’s (2017) Ethics Code outlines best practices such as the 
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use of methods to reduce or eliminate bias resulting from assessments, and the interpretation 

of test scores in a way that does not result in discrimination. While this ethics code is not 

specific to algorithmic recruitment practices and instead outlines ethical principles for 

psychology as a whole, in their Framework, Tay et al., (2022) offer some guidance (although 

unofficial) on how machine learning can be applied in an ethical way to algorithmic 

psychological assessments, which they contextualise to recruitment. Specifically, they focus 

on Machine Learning Measurement Bias (MLMB), which they define as a machine learning 

model that performs differently for different subgroups, predicting individuals with the same 

underlying ability different scores due to their subgroup membership.  

In addition, audit frameworks specifically for algorithmic recruitment tools have been 

developed, and they recommend that audits can be carried out in relation to verticals 

including bias, transparency (in the governance and decision-making procedures, and system 

explainability), safety or robustness (accuracy of the algorithm when applied in different 

contexts or to different datasets), and privacy (concerning the data the model was trained on 

or that is being used to compute an output; Kazim et al., 2021). Some progress has already 

been seen towards the auditing of algorithmic recruitment tools, with pymetrics (C. Wilson et 

al., 2021) and HireVue (O’Neil Risk Consulting and Algorithmic Auditing, 2020) both 

making audits of their tools public, and due to the mandating of audits for algorithmic 

recruitment tools (The New York City Council, 2021), we are likely to see more of this in the 

future.  

While ethical frameworks and audits are a step in the right direction to ensuring that 

machine learning driven recruitment solutions are free from bias, real progress is difficult if 

there is a lack of consensus on what is meant by bias and how to mitigate it. Definitions of 

bias differ between computer science and I-O psychology, and even within each of these 

disciplines, perceptions of bias and approaches to mitigating it can vary. In the next sections, 
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we examine the approaches of I-O psychology and computer science to defining and 

mitigating bias, comparing the two disciplines and examining the compatibility of the two 

fields through a worked example before suggesting a reconciliation agenda.  

Bias in (algorithmic) recruitment 

I-O psychologists are bound by equal opportunity laws in the region they are 

designing and using selection tools in, although they may look to more prescriptive 

international laws such as those in the US when operating in regions such as the EU and UK 

that take a case-by-case approach (Hilliard et al., forthcoming). Indeed, in the US, 

psychologists are bound by several equality opportunity laws, including the Civil Rights Act 

of 1964, which is enforced by the Equal Employment Opportunity Commission’s Uniform 

Guidelines on Employee Selection Procedures (Equal Employment Opportunity Commission; 

EEOC, 1978). The Uniform Guidelines require adverse impact testing to be carried out to 

examine differential hiring rates based on sex and race/ethnicity and endorse the four-fifths 

rule of thumb, which says that the hiring rate of one group should not be less than four-fifths 

of the rate of the group with the highest rate (EEOC, 1978). However, the Uniform 

Guidelines have had few updates since their publication in 1978 (Tippins et al., 2021), and 

concerns have been raised about the suitability of the four-fifths rule for measuring adverse 

impact since it is a rule of thumb (Cascio & Aguinis, 2001). Concerns have also been raised 

from a legal perspective about the difficulty in proving a test to be discriminatory due to the 

adverse impact of the overall selection process being prioritised over individual components, 

as well as the lack of guidance on measuring test fairness (Rubin, 1978).  

Fortunately, psychologists also receive guidance on best practices from publications 

from professional bodies such as the Principles for the Validation and Use of Personnel 

Selection Procedures published by the Society for Industrial Organizational Psychology 

(SIOP; 2018). Here, fairness is considered a social concept that refers to equal group 
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outcomes, equitable treatment of all test takers, comparable access to the construct that the 

assessment measures, and lack of bias (SIOP, 2018). On the other hand, bias is defined as 

systematic errors in test scores that differentially affect different subgroups and can take two 

forms (SIOP, 2018):  

• Measurement bias – occurs when irrelevant variance results in systematic 

group differences in scores and is a concern for both predictor and outcome variables. 

In other words, measurement bias occurs when group differences in scores do not 

reflect differences in ability. 

• Predictive bias – occurs when the same regression line cannot be applied to 

all subgroups. Also known as differential prediction, this results in individuals who 

have the same ability but belong to different subgroups being given different scores 

by the measure. It is tested through moderated multiple regression using the predictor 

score, subgroup membership and the interaction between them, with differences in the 

slope or intercepts signalling predictive bias (Berry & Zhao, 2015). 

However, this guidance often does not reflect the unique challenges posed by 

algorithmic tools; while the Principles (SIOP, 2018) mention tools such as game-based 

assessments, there is a lack of differentiation between algorithmic tools and traditional 

procedures. In light of this, SIOP has published guidelines on the validation and use of AI-

based assessment in employee selection that are based on five key principles (SIOP, 2023): 

1. AI-based assessments should accurately predict future job performance or other 

relevant outcomes. 

2. AI-based assessments should produce consistent scores upon re-test that reflect 

job-related characteristics. 

3. AI-based assessments should produce fair and unbiased scores. 
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4. AI-based assessments should be used appropriately with operational 

considerations in mind. 

5. Decision-making related to AI-driven assessments should be adequately 

documented to facilitate verification and external auditing. 

Moreover, despite the lack of updates to the Uniform Guidelines, the EEOC has 

recently released guidance on the use of AI in recruitment, particularly in regard to candidates 

with disabilities. This guidance outlines potential ways that the use of algorithmic recruitment 

tools could violate the Americans with Disabilities Act, which protects disabled individuals 

from unjustified discrimination. For example, failure to provide reasonable accommodations 

for those who need them would violate the Act, as would using algorithmic tools to screen for 

disabilities. Nevertheless, this guidance has not been codified in law and focuses on just one 

potential avenue for bias (EEOC, 2022). However, these publications do not provide 

guidance on how bias in algorithms should be measured and mitigated. Fortunately, Tay et 

al., (2022) have proposed their Framework for investigating and mitigating MLMB, when a 

machine learning model has differential functioning for different subgroups. The framework 

outlines two major sources of MLMB: 

• Biased data – differences in subgroup performance on the ground truth, in 

behavioural expression, or feature computing.  

• Biased algorithm training – where there is a differential relationship between 

features and the ground truth score for different subgroups in terms of differential 

weighting or transformation of predictors (Tay et al., 2022). Therefore, examining 

the relationship between the actual and predicted scores can help to determine 

whether subgroup differences are due to the model amplifying or diminishing 

genuine differences in ability.  
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In the absence of genuine subgroup differences, MLMB can manifest both in the form 

of differential relationships between the ground truth and predicted scores, and differences in 

the accuracy of the model for different subgroups (Tay et al., 2022). The manifestation of bias 

as a differential relationship is similar to the notion of predictive bias described by the 

Principles (SIOP, 2018); if the algorithm predicts different scores for individuals who have 

the same ground truth score but belong to different subgroups, this indicates that the 

predictors are used differentially for different subgroups, signalling that predictive bias is 

present. This bias can take the form of either compensatory (same mean scores, different 

distributions) or non-compensatory (different mean scores) bias, therefore reflecting the bias 

that can occur with traditional selection procedures. These differences can be examined for 

the overall model (distribution level) by comparing the mean and variance of scores predicted 

for different subgroups with the same mean and variance on the ground truth measure or for a 

particular range of scores (score level) by comparing the scores predicted for individuals 

from different subgroups with the same ground truth score and repeating this for multiple 

ground truth levels (Tay et al., 2022). 

Differential accuracy, when the model accuracy varies across different subgroups (Tay 

et al., 2022), can result in predictive bias since the same model does not equally fit different 

subgroups (SIOP, 2018). It can be observed by testing whether using different models for 

different subgroups improves the fit. However, within the computer science field, a number 

of metrics exist to measure the predictive accuracy of models. For categorical classifications, 

metrics such as accuracy, precision, recall, F1 scores and area under the curve can be used 

(Powers, 2020), with some of these metrics capable of being converted to metrics such as 

Cohen’s d values and point-biserial correlation (Salgado, 2018), which I-O psychologists are 

more familiar with. When evaluating the accuracy of continuous outcomes, metrics such as 
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R2, mean squared error, and correlation coefficients are typically used (Rosenbusch et al., 

2021).  

I-O psychology approaches to addressing bias 

According to the Uniform Guidelines, when adverse impact occurs, another measure 

with less adverse impact must be found or evidence of the validity of the procedure must be 

provided as a justification for its continued use (EEOC, 1978). On the other hand, the 

approach of I-O psychology is to create models that allow for true group differences while 

minimising unjustified differences. The approach used to address bias depends on its source. 

While the following is not an exhaustive list of strategies (see Ployhart & Holtz, 2008), we 

provide an overview of some different approaches used in I-O psychology to reduce adverse 

impact, which can result from biased selection procedures, that are applicable to both 

traditional approaches and algorithmic. Indeed, when the source of bias in recruitment 

algorithms is the ground truth data or the way scores are used (e.g., using high cutoff scores), 

some of the traditional approaches to mitigating bias can be applied, including removing 

items associated with bias, providing that this does not greatly alter the representation of the 

construct being measured (Byrne & van de Vijver, 2010). Conversely, when the source of 

bias is the algorithm itself, additional steps can be taken, as will be explored in the following 

sections.  

Mitigating bias in assessment procedures 

More simple approaches to mitigating bias in recruitment include using an assessment 

associated with less adverse impact, only allowing those meeting some minimum 

requirements to apply, or increasing test-taking time. The order of assessments when multiple 

hurdles are used may also be altered, or the cognitive demands of measures might be 

minimised by using visual-based formats (Tippins, 2009). If the source of bias is socio-

cognitive biases that manifest during observer ratings, a strategy for mitigating this could be 

to use a standardised or structured approach (Levashina et al., 2014) and comprehensively 
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train raters (Aguinis et al., 2009). Other sources of bias require more careful consideration in 

order to mitigate it; when bias is present in the form of differential item functioning, ensuring 

that the measure has a good distribution of items that favour each subgroup can reduce 

differential test functioning since the items balance out and mitigate bias at the test level (S. 

Stark et al., 2004). If bias is not mitigated at the test level, items associated with non-

equivalence can be removed from the model, providing that they do not significantly alter the 

psychometric integrity of the scale (Byrne & van de Vijver, 2010).  

Mitigating bias in scores and predictors 

Other approaches to mitigating bias place more emphasis on the way that scores are 

handled or interpreted. Although it may seem logical to select candidates with the highest 

scores through a top-down approach, this can result in adverse impact if some subgroups 

routinely score lower than others. Thus, while this approach can maximise the utility of the 

selection tool, it can also result in bias. To overcome this, a within-group percentile approach 

has been proposed (Sackett & Wilk, 1994), whereby raw scores are converted to percentiles 

and ranked, with the top performers from each subgroup being selected via stratified 

selection. While this approach can overcome adverse impact, this method should not be used 

since it not only reduces the utility of the selection measure (Cascio et al., 1995), but can also 

be seen as token diversity, which can be viewed unfavourably (Rixom et al., 2022), and can 

be considered as illegal in the US under the Civil Rights Act of 1991.  

Instead, cutoff scores can be used, where all individuals scoring above the threshold 

are considered suitably qualified for the position. Cutoff scores can either be related to the 

overall selection process, where applicants must reach a certain total score across multiple 

measures (compensatory model), or to individual assessments, where a cutoff score is set for 

each measure (multiple hurdles; SIOP, 2018). Under the Uniform Guidelines, cutoff scores 

should reflect the minimum ability necessary for adequate job performance and should 

consider the potential for adverse impact. I-O psychology best practices also encourage the 
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probability of a qualified person answering an item correctly or being able to eliminate 

incorrect responses, as well as the importance of each item, to be taken into consideration 

(Cascio et al., 1988). Other factors that may also be taken into consideration when deciding 

on appropriate cutoff scores are the difficulty of the assessment, whether multiple thresholds 

are needed, and the type and quality of the data available for use in determining these scores 

(L. Mueller et al., 2007). Careful consideration of appropriate cutoff scores can help to reduce 

adverse impact, with particularly high scores potentially resulting in subgroup differences if 

few members of minority subgroups exceed the threshold (S. Stark et al., 2004).  

Closely linked to cutoff scores is banding, where individuals with scores within a 

specified range are treated the same (SIOP, 2018). For example, individuals scoring above the 

primary cutoff score might progress to the next step in the hiring process, those scoring 

between the primary and secondary scores may be retained but not immediately progressed 

until those in the above band have been dismissed, and those scoring outside of these bands 

would not progress any further (Cascio et al., 1995). The Principles (SIOP, 2018) note that 

there are multiple approaches to determining bands, one of which is based on the assumption 

that scores within a band are considered not significantly different from each other. The 

selection of individuals from within the band can take the form of random or non-random 

selection, where the latter approach is based on stratification, meaning that the demographics 

of individuals selected from the band reflect the subgroup distribution in the wider population 

(Cascio et al., 1995).  

Rather than fixed bands, sliding bands can also be used. Here, the width of the band is 

retained (e.g. 10 points) but as individuals from the top end of the band are chosen and 

removed from the potential pool, the band retains the same width but slides to include lower 

scores to better reflect the iterative process involved in selecting candidates (Cascio et al., 

1995). For example, if the initial band was from 87 to 97 but the only individuals with scores 
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of 97 and 96 were chosen and removed from the pool, the new band would be from 85 to 95. 

Like with fixed banding, individuals can be selected from the bands randomly or non-

randomly, with non-random sampling increasing the diversity of hires and resulting in less 

adverse impact, while having little effect on the mean test score of those who are selected 

(Cascio et al., 1995). To choose the width of these bands, one approach considers the standard 

error of measurement and the standard error of the difference between scores (Cascio et al., 

1995), although it is controversial as some suggest that the assumption that all individuals 

within a band do not significantly differ in terms of true scores is incorrect (Campion et al., 

2001). Nevertheless, banding in general, particularly when narrow bands are used (Campion 

et al., 2001), can be an effective way of retaining the utility of a selection tool while 

simultaneously reducing adverse impact (Campion et al., 2001; Cascio et al., 1995). 

Moreover, banding is endorsed by the Principles (SIOP, 2018), and has been subject to little 

legal debate (Campion et al., 2001).  

Another common approach to reducing the risk of adverse impact is broadening the 

criterion space to include non-task-related measures of job performance (Tippins, 2009), such 

as an individual’s contribution to the social and organisational factors that enable others to 

perform (Murphy, 2009). This is because group differences in scores are often considerably 

larger than group differences in actual job performance (Murphy, 2009), suggesting that job 

performance is not a unidimensional concept. Indeed, a multivariate approach to assessing 

job performance has been suggested, whereby the criteria used to measure job performance is 

bifurcated to address both task-related and contextual performance. The majority of the 

research into predicting job performance focuses on the task performance dimension, using 

assessments of cognitive ability to predict performance despite the fact that it is widely 

acknowledged that cognitive ability assessments are associated with adverse impact. On the 

other hand, contextual job performance is better predicted by non-cognitive traits such as 



 

 

77 

personality (Murphy, 2009), which are associated with a much lesser risk of adverse impact 

(Hogan et al., 1996). Therefore, broadening the criterion space to include contextual 

measures of job performance can lessen the overall adverse impact of a selection procedure 

since measures associated with higher and lower adverse impact are combined (Tippins, 

2009). A benefit of this approach is argued to be that instead of treating adverse impact as an 

afterthought, where the aim is to design the most valid approach possible and then mitigate 

any subgroup differences, the effectiveness of the measure is defined by both the validity of 

the approach and the associated adverse impact, allowing bias to be considered at the time of 

design (Murphy, 2009).  

The goal of optimising multiple outcomes (i.e., quality of hires and adverse impact) of 

a selection process during its creation, as suggested by the multivariate approach outlined by 

Murphy (2009), is shared by the Pareto-optimal selection approach. Pareto-optimal selection 

enables multiple outcomes, as well as constraints such as cost per applicant and the 

proportion of applicants to be selected, to be considered when developing a selection system 

(De Corte et al., 2011). With a Pareto-optimal trade-off, there may be multiple combinations 

of predictor weightings that result in the same level of mean performance but only the 

combination that is associated with the lowest adverse impact will be the Pareto-optimal one. 

When the Pareto-optimal weighting is deviated from to improve one outcome, this will be to 

the detriment of the other. For example, a reweighing of predictors to increase the quality of 

hires could result in greater adverse impact if the optimal weights are deviated from (De 

Corte et al., 2007). Using this approach, I-O psychologists can generate a variety of trade-off 

scenarios, allowing them to make an informed decision on how the predictors can be 

weighted to ensure high-quality hires and little adverse impact, with De Corte et al. (2011) 

providing guidance for using a Pareto-optimal approach in both practical and research 

settings. 
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Addressing data bias 

Data bias occurs when there are differences in the ground truth scores used to train the 

model, behavioural expression, or feature computing (Tay et al., 2022), and is, therefore, 

something that can be mitigated for algorithmic tools specifically. Data bias occurs when the 

outcome measure (e.g. self-reported personality) used to train the algorithm gives individuals 

with the same underlying ability but different subgroup memberships different scores or has 

differences in the intervals of scores of different subgroups (Tay et al., 2022). One source of 

data bias is the underrepresentation of certain subgroups within the training data. This results 

in the algorithm only being optimised to evaluate some subgroups and not being 

generalisable to the groups that are not well-represented in the data (Buolamwini & Gebru, 

2018). To mitigate this, a diverse range of respondents should be sampled to ensure the 

training data is as representative as possible. Computer science can offer a resolution in this 

case by using over- and under-sampling (Junsomboon & Phienthrakul, 2017) to ensure that 

there is adequate representation of minority groups in the sample and that it is not dominated 

by majority subgroups. 

As well as biases in the ground truth data, there may also be biases in the predictor 

data. While traditional approaches to measuring constructs through self-reports or 

observations produce structured data, the application of machine learning algorithms to 

measuring these constructs has led to the increased use of unstructured data that has no 

particular format, including text and video (Tanwar et al., 2015). However, when this non-

traditional data is used in predictive models, it can result in data bias. For example, 

behavioural expression can vary by subgroup, with female candidates speaking faster and 

smiling, nodding and varying their volume more than male candidates in interviews 

(Frauendorfer & Mast, 2014); older candidates maintain better eye contact during video 

interviews than younger candidates (McColl & Michelotti, 2019); and White candidates 

maintain greater eye contact than Black candidates (Fugita et al., 1974). Thus, even if 
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subgroups have the same ground truth distribution (the mean and variance of their ground 

truth scores are equivalent), their behavioural expression may differ, meaning that for some 

subgroups, there may be a stronger relationship between behavioural expression and the 

construct (Tay et al., 2022), which can lead to differential functioning. To prevent this, 

caution should be taken when including behaviours that are known to vary between 

subgroups in the model, and their weighting should be considered.  

Related to this is the issue of feature computing, where there can be non-equivalence 

in the features used to compute the scores of different subgroups. The extraction of these 

features usually relies on another algorithm, which itself may be biased (Tay et al., 2022). For 

example, the inference of an individual’s traits from video interviews relies on voice 

recognition to transcribe their responses and sometimes facial recognition and analysis 

software to interpret facial expressions. This is problematic as there are disparities in the 

accuracy of voice recognition (Bajorek, 2019) and facial recognition software (Buolamwini 

& Gebru, 2018) for different groups. Indeed, the accuracy of Google’s voice recognition 

software, which is supposedly among the most accurate (Palanica et al., 2019), varies with 

accent (Tatman, 2017; Tatman & Kasten, 2017) and is less accurate for female (Tatman, 

2017; Tatman & Kasten, 2017) and non-White users (Tatman & Kasten, 2017). The accuracy 

of text classification tools also shows bias against Black individuals (Blodgett & O’Connor, 

2017). Further, facial recognition software, which may be used to extract non-verbal 

communication from video interviews (Kassab & Kashevnik, 2024), is less accurate for 

female and darker-skinned individuals (Buolamwini & Gebru, 2018) and an incident with 

Google’s image classification algorithm resulted in offensive classifications of photos of 

Black individuals (The Verge, 2018). Moreover, commercial gender recognition tools are the 

most accurate for lighter-skinned males and least accurate for darker-skinned females, with 

error rates of up to 34.7% and 7.1%, respectively (Buolamwini & Gebru, 2018).  
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While much of the foundational research highlighting the disparities in the 

performance of these tools for demographic groups is almost a decade old, more recent 

research indicates that the issue is still pervasive and has not been widely resolved with 

advancements that have been made with the technology. Indeed, transcription software has 

still been demonstrated to be less accurate for non-native English speakers when transcribing 

English language (Dubois et al., 2024) and for non-White speakers compared to White 

(Wassink et al., 2022; Zolnoori et al., 2024). Moreover, commercial facial recognition tools 

still demonstrate disparities in their accuracy for males and females, although it has been 

suggested that differences in hairstyles could be driving this disparity since the tools may not 

be sufficiently optimised to evaluate female hairstyles (Bhatta et al., 2023). Similarly, while 

disparities still exist in the accuracy of facial recognition tools for lighter-skinned versus 

darker-skinned individuals, recent research indicates that this could be due to exposure 

differences in images of darker-skinned and lighter-skinned individuals, with the algorithms 

better optimised to evaluate over-exposed images that are more common with lighter-skinned 

individuals (H. Wu et al., 2023).  

Another issue is the digital divide, with non-White individuals being more likely than 

White to only have access to the internet through their mobile data while at home (Tsetsi & 

Rains, 2017), which can lack reliability compared to broadband (Baltrunas et al., 2014). Non-

Whites are also more likely than Whites to only have access to the internet at home via a 

smartphone (Fairlie, 2017; Tsetsi & Rains, 2017), which can lack the capabilities of a laptop 

or computer (Fairlie, 2017). As a result, individuals belonging to minority subgroups are 

more likely to have missing or incorrectly classified data, thus affecting the feature 

computing of these subgroups. The Framework (Tay et al., 2022) suggests that to mitigate 

this, features associated with bias should be removed from the model. However, since the 



 

 

81 

majority of the commercial tools available are either designed to be accessed via a mobile 

device, this reduces the impact of disparities in access to technology. 

When removing features from the model, caution should be taken to ensure that the 

debiased algorithm retains its accuracy (Verma et al., 2021) and psychometric integrity. The 

removal of features would likely have a greater impact on traditional measures that only use a 

small number of predictors as they can have a larger influence compared to machine learning 

models that utilise hundreds of predictors. Nevertheless, the performance of the algorithm 

should be examined when mitigating bias to ensure that both bias and accuracy can be 

balanced. An applied example of the removal of features that could potentially result in bias 

comes from the concerns raised about the non-verbal features used in HireVue’s video 

interviews after a complaint was made raising concerns about how analysis of non-verbal 

features such as facial expressions and tone of voice might impact those with disabilities 

(Electronic Privacy Information Center, 2019). Since advances in natural language processing 

meant that the performance of the model could be maintained even in the absence of facial 

features (Zuloaga, 2021), the decision was made to exclude these features from the model 

altogether. However, this approach lacks sophistication and could be an area that computer 

science can make valuable contributions to, as will be discussed in the section below. 

Addressing algorithm training bias 

In the absence of biased training data, bias can still occur during the training phase if 

the model uses different features for different subgroups. For example, if the algorithms used 

to score video interviews use features such as pitch and pause duration for one subgroup and 

features such as word count and loudness for another subgroup, this would constitute 

differential feature use (Hickman, Bosch, et al., 2021). This is equivalent to different 

algorithms being used for different subgroups (Tay et al., 2022). This type of bias can be 

examined by looking at the feature list for different subgroups and can be mitigated by 

retraining the model to use the same features for all subgroups if disparities are found (Tay et 
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al., 2022). Algorithm training bias can also occur when although the same features are used 

for all subgroups, there is differential weighting of these features for each group. 

Alternatively, the transformations used on the features may be non-equivalent for different 

subgroups (Tay et al., 2022). This can occur when the transformation relies on the distribution 

of scores and this distribution is not equivalent for each subgroup. For example, 

normalisation uses the mean and standard deviation of scores to make the transformation, 

meaning that if the subgroups are normalised separately, this could result in different 

transformation functions, thus violating the Civil Rights Act of 1991. To avoid this, when 

transformations are used, they should be applied identically to all subgroups to avoid bias. 

Additionally, feature ablation can be used to remove predictors from the model to examine 

their influence on outcomes (Kerz et al., 2022; Kumar et al., 2018) and can be applied to 

identify the predictors that are associated with subgroup differences (Tay et al., 2022). 

Bias in computer science 

Within the computer science field, fairness and bias are not as clearly conceptualised 

as in the I-O psychology field. Indeed, Verma & Rubin, (2018) identified 20 different 

definitions of bias in the field, with some definitions being known by multiple names. The 

lack of a consolidated approach to how bias is defined in computer science can become 

problematic, particularly since different definitions can be incompatible with each other 

(Kleinberg et al., 2016). For example, fairness through awareness and fairness through 

unawareness are opposites, with the former using protected attributes to ensure fairness and 

the latter not including any information related to protected attributes to create fair models. 

Indeed, Verma and Rubin (2018) applied the 20 definitions to a classification model based on 

a German Credit Dataset, where individuals were predicted to have either good or bad credit 

scores. They found a mismatch between the fairness definitions, where the model was fair 

according to some definitions and unfair according to others. This is problematic as it could 
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potentially allow developers and others to manipulate bias or fairness assessments since they 

would be able to choose metrics that give them favourable results.  

As a result of the impractical number of definitions of fairness in computer science, 

efforts have been made towards grouping them into a small number of principles. Some key 

contributors to this are Barocas and Hardt, who suggested that the definitions of fairness 

definitions proposed in the field so far can be represented by three principal criteria: 

independence, separation, and sufficiency (Barocas et al., 2023; Barocas & Hardt, 2017). 

These definitions are likely something that will be unfamiliar to I-O psychologists not trained 

in computer science and rely heavily on statistical notation, which we contextualise to 

recruitment to aid understanding. Specifically, we use the example given by (Barocas & and 

Hardt, (2017) where an algorithm is being used to recruit a software engineer and is used to 

decide whether or not to display the job ad to an individual based on their browsing history. 

Here, X refers to features of the individual (data extracted from browsing activity), A refers to 

the sensitive feature (e.g. gender) bias is being minimised with respect to, Y is the target 

variable for prediction (whether or not someone is a software engineer), C is the classification 

(whether the ad is shown), and R is a score given to an individual to indicate how likely they 

are to click on the ad (Barocas & Hardt, 2017).  

• Independence exists when the classification or prediction C (whether the ad is 

shown), is independent of the protected variable A (gender). This relationship is 

denoted C ⊥ A, and can be represented by the equation ℙ = {𝐶 = 𝑐|𝐴 = 𝑎} =

 ℙ{𝐶 = 𝑐| 𝐴 = 𝑏}. This can be read as ‘the probability of a candidate being shown 

the ad is equal for males and females’.  

This notion of fairness is similar to statistical parity and, outside of computer 

science definitions, is similar to the four-fifths rule, which essentially measures 

whether hiring rates are independent of subgroup membership. Because of the 
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similarity to the four-fifths rule, this definition of fairness is the most useful for I-

O psychologists working with machine learning. However, this definition of 

fairness is limited since subgroup membership may be correlated with the target 

variable Y, meaning that when independence is forced, C is no longer a perfect 

predictor of Y (Barocas & Hardt, 2017). In other words, if subgroup membership 

is correlated with whether an individual is predicted to be a software engineer, 

then being shown the ad is not a perfect predictor of being a software engineer 

since individuals who are not software engineers may be shown the ad due to their 

subgroup membership, despite not being a software engineer. Further, 

independence permits what is referred to as laziness in machine learning, where 

high predictive accuracy in a majority group can mask low predictive accuracy in 

the minority group due to sample size discrepancies across groups (Barocas & 

Hardt, 2017). 

• Separation constraints require that the predicted value R (likelihood of clicking 

on the ad) and the sensitive attribute A (gender) are independent conditional on Y 

(being a software engineer), denoted R ⊥ A|Y. This can be represented by ℙ =

{(R = r | Y = y)|A = a} = ℙ = {(R = r | Y = y)|A = b} and interpreted as ‘the 

probability of an individual being predicted to click the ad or not is equal for 

males and females, conditional on software engineer status’. In other words, for 

both males and females, the probability of being predicted to click the ad is equal, 

providing that they are a software engineer. 

In contrast to independence, separation allows the predictor R (whether an ad 

is clicked), to be equal to the target variable Y (software engineer status), denoted 

𝑅 = 𝑌. This assumes that software engineers will click on the ad and is known as 

optimal combability. It also means that the sensitive attribute A (gender) and the 
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target variable Y (software engineer status) can be correlated (which is useful due 

to the gender imbalance in tech), as well as the predictor R and sensitive attribute 

A. In addition, separation penalises laziness since the same true and false positive 

rates are required across groups, meaning that the error rates must be the same in 

all groups. However, this approach assumes that the target variable Y is reliable, 

but this is not always the case (Barocas & Hardt, 2017). 

• Sufficiency exists when we do not need to know the sensitive attribute A (gender) 

to predict the criterion Y (software engineer status) given R (whether the ad is 

clicked) and is denoted Y ⊥ A|R. In other words, sufficiency occurs when R is 

predictive of Y independent of A (Barocas & Hardt, 2017). Thus, regardless of 

whether an individual is male or female, clicking on the ad is related to software 

engineer status.  

Although not strictly the same as fairness through unawareness, sufficiency 

does encompass this definition of fairness, where sensitive attributes do not need 

to be known or included in the model to predict an outcome. This definition is the 

most incompatible with I-O psychology notions of fairness since psychologists 

can use knowledge of protected attributes to inform their conclusions about the 

bias present in a tool; having knowledge of protected attributes enables adverse 

impact testing and examination of the factors that could be influencing subgroup 

differences. 

Computer science approaches to addressing bias 

Given that there are several definitions of bias in computer science, there are many more 

proposed ways to mitigate it. While in I-O psychology most approaches to mitigating bias are 

concerned with how the scores are used (e.g., using cutoff scores and banding) and the model 

used to score candidates (e.g. considering the weighting of variables and intercept and slope 
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equivalence), computer science approaches focus more on the training data and how 

predictors are used, with model constraints and data transformations being proposed to 

mitigate bias. In general, computer science bias mitigation approaches fall into one of three 

categories (Raghavan & Barocas, 2019): 

• Pre-processing – Data is processed before being fed into the unmodified 

algorithm by removing sensitive attributes from or adjusting the features so that 

they are not correlated with subgroup membership. However, this approach relies 

on knowing the protected attributes and could be considered disparate treatment if 

the scores for different groups are adjusted. It also poses the question of how to 

treat or remove proxies of protected characteristics. 

• In-processing – The model is optimised during training by introducing constraints 

that reduce the influence of protected attributes on model outputs. 

• Post-processing – The model outputs are adjusted after training so that scores are 

not related to subgroup membership. However, this can be considered disparate 

treatment in I-O psychology.  

To limit the scope of this article, we focus on the three fairness criteria (independence, 

separation, and sufficiency) proposed by Barocas and Hardt (2017) and give examples of how 

these definitions can be imposed through pre-processing, training constraints and post-

processing approaches. Since independence is most relevant to I-O psychology, we elaborate 

on this concept the most and provide a summary and key references for each approach in 

Table 2. We also provide a worked example of bias mitigation using a real-life dataset, 

applying the pre-processing approach Learning Fair Representations (Zemel et al., 2013), in-

processing approach Prejudice Remover Regularizer (Kamishima et al., 2011), and post-

processing approach Equalized Odds (Hardt et al., 2016), all of which are explored below. 
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Achieving independence – Compatible with recruitment 

Recall that independence occurs when the classification C is independent of the 

protected attribute A. To remove protected attributes and the features that encode them from 

the training data, many of the approaches to achieving independence are implemented during 

the pre-processing phase. Zemel et al. (2013) propose a learning algorithm to achieve 

independence, which is aimed at facilitating fairness both at an individual level (where 

similar individuals receive similar scores) and at a group level (where the proportion of 

individuals receiving a positive classification is equal across different subgroups). Their 

algorithm is used to create a representation of the original data that maximises its similarity to 

the original form while minimising the inclusion of protected characteristics (subgroup 

membership) by creating clusters of datapoints that have equal proportions of data from each 

subgroup. The new data, which is said to be an intermediate representation, can then be 

entered into a machine learning algorithm as the basis for prediction. Building on Zemel et 

al.’s (2013) approach, Louizos et al. (2016) proposed a deep variational autoencoder to 

encode the data, separate the sensitive attributes from the other datapoints, and penalise the 

resulting data using a maximum mean discrepancy term to limit differences in distributions of 

the subgroups to achieve independence.  

Others have proposed that a chain of conditional models can be used to transform the 

features in the training data. Lum and Johndrow (2016) describe two approaches; univariate 

adjustment, where one feature is changed at a time, and multivariate adjustment, where 

multiple features are changed concurrently. Through these conditional models, a new set of 

variables that are independent of the protected attributes is created. Count variables (e.g., 

number of promotions, years of experience) are adjusted using Poisson or binomial 

regression, linear variables using linear regression, and binary variables using logistic 

regression, resulting in similar accuracy but less bias than the unmitigated model. Others take 

a more specific approach and focus on language, proposing how bias in word embeddings 
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can be mitigated since many words are associated with gender stereotypes. Giving the 

example of man is to computer programmer as woman is to homemaker, Bolukbasi et al. 

(2016) propose algorithms to debias these embeddings. Through this approach, neutral words, 

such as computer programmer or homemaker, become independent of gender associations by 

making the distance between the word and each gender equal, while gender-appropriate 

words, such as king and queen, retain the correct embedded meaning. Adjusting the features 

entered into the model could be of value to psychology as it can potentially overcome the 

need to remove features in the model associated with bias, reducing the risk of altering the 

construct being measured. 

In contrast to the previous approaches, which have all been pre-processing, 

Kamishima et al. (2011) propose a regulariser that can be applied during the training phase of 

a classification algorithm. The regularisation parameter, eta (η), becomes larger when more 

sensitive information is used to make a prediction, resulting in the influence of sensitive 

attributes on the final prediction being reduced. This approach, therefore, enforces 

independence between the classifier and sensitive or protected attributes. However, since the 

regulariser is designed to enforce independence by sacrificing correctness in prediction, there 

is still a trade-off between accuracy and fairness, where the fairer algorithm is less accurate. A 

recent approach by Rottman et al. (2023) aims to overcome the diversity-validity trade-off in 

their comparison between iterative predictor removal and their bias penalisation technique. 

While the iterative process removes predictors associated with high subgroup differences and 

low predictive validity, the bias penalisation technique adds a bias penalty to the model 

optimisation, preserving high model accuracy while minimising bias. 

Achieving independence – Incompatible with recruitment 

Other approaches are less compatible with I-O psychology. For example, Feldman et 

al. (2015) proposed an alternative method for transforming the input data in a way that 

preserves unprotected characteristics while removing associations with protected attributes. 
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Echoing the within-group percentile approach – which is illegal to use in recruitment in the 

US under the Civil Rights Act of 1991 that made it unlawful to adjust scores or use different 

cutoff scores based on protected attributes – this approach proposes that the data can be 

repaired by ranking individuals in each subgroup and moving these rankings towards a 

median distribution for all groups. Their repair process can be implemented fully, or a partial 

repair can be carried out to balance accuracy and fairness.  

Likewise, Calders et al.’s (2009) massaging and reweighing approaches lack 

alignment with I-O psychology. The former is used to change the labels of the dataset so that 

individuals given a negative outcome (e.g., those who are not recommended for interview) by 

the algorithm but are ranked highly (were among the best performing of the rejected) are then 

given a positive label (recommended for interview). The opposite approach is used for the 

lowest-ranking individuals of the positive class (the lowest performing among those who are 

recommended to be hired), where these individuals are given a negative label. This procedure 

is applied for each group of the protected characteristic (i.e., for males and females) to ensure 

that there are equal proportions of successes and failures in each group. The models are then 

retrained on the relabelled data. The latter approach, reweighing, gives individuals who are 

classified as having a positive outcome (being recommended for interview) a higher 

weighting than individuals with a negative outcome (not being recommended for interview) 

in each group. By reweighing the datapoints in each group of the protected characteristic, the 

approach aims to balance the number of positive and negative classifications for each group 

by creating a balanced dataset through sampling the original training data and replacing it 

according to the assigned weights. However, both approaches could constitute disparate 

treatment and violate the Civil Rights Act.  

In subsequent work, Kamiran and Calders (2012) propose a sampling technique to 

balance the training data, either removing or duplicating datapoints. Through uniform 
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sampling, all of the data in the same group – based on classification and subgroup 

membership – has the same chance of being duplicated or removed. Through preferential 

sampling, datapoints closer to the boundary have a greater chance of being duplicated or 

removed. Here, datapoints in the majority subgroup (White) with a negative classification and 

those in the minority subgroup (Black) with a positive classification that are closest to the 

border are duplicated, while majority group members with a positive classification and 

minority with a negative classification may be removed. This approach aims to balance the 

training data so that there is a more balanced distribution of the number of individuals in each 

subgroup receiving positive and negative classifications. However, manipulating the data in 

this way is not good practice in psychology since the duplication of datapoints makes the 

dataset more homogenous, meaning that the model could lack generalisability beyond the 

training set.  

Achieving separation 

Recall that separation occurs when the predicted value R and the sensitive attribute A 

are independent conditional on the target variable Y. While many of the approaches to 

achieving independence occur in the pre-processing phase, with the input data being adjusted 

to be independent of the protected attributes, proposed methods to achieve separation are less 

constrained to this phase of development. Indeed, Hardt et al. 2016) propose a post-

processing approach known as thresholding, which is used to discretise the predicted score. 

By examining the receiver operating curve, which represents the accuracy or true and false 

positive rates of a model, different thresholds can be established to categorise individuals into 

the positive and negative classes for each subgroup to ensure that the true and false positive 

rates for each subgroup are the same. In other words, the threshold that determines whether 

an individual is classified positively or negatively is adjusted for each group, resulting in 

sufficiency since the predicted score and protected attribute are independent, conditional on 

the predicted score. While this is a simple approach to ensuring equalised odds and 
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separation, this approach does not follow best practices in I-O psychology since subgroups 

should receive equal treatment and therefore not be judged by different criteria. However, in 

line with the limitations of the approach recognised by Hardt et al. (2016), Woodworth et al. 

(2017) argued that this approach is sub-optimal and proposed an alternative two-step 

framework for achieving sufficiency; they suggest combining a training constraint and a post-

processing approach, where the post-processing approach further reduces bias and corrects 

unfair outcomes not addressed by the training constraint. They recommend using one portion 

of the training data in the training phase and the second portion of data in the post-processing 

phase, where a randomised predictor is created to impose fairness.  

Achieving sufficiency  

Since sufficiency is close to the concept of calibration by group, where R represents 

the probability of being assigned to the positive class of Y and this rule applies to all 

subgroups, one suggested approach to achieving independence is through Platt scaling. This 

is a post-processing approach where a sigmoid (s-shaped) function is fitted against the 

uncalibrated score to minimise the log loss and calibrate the score by group (Barocas et al., 

2023; Barocas & Hardt, 2017). However, this lacks compatibility with I-O psychology since 

subgroups should receive equal treatment and there should not be different calibration or 

other transformation strategies applied for different groups (Tay et al., 2022). 
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Table 2 

Pre-processing, training, and post-processing approaches to achieving independence, 

separation and sufficiency.  

Technique Phase 
Fairness 

definition 
Summary 

Recommended 

for 

Recruitment 

Disparate 

Impact 

Remover 

(Feldman et al., 

2015) 

Pre-

processing 
Independence 

Scores are transformed so an 

individual’s ranking in their 

subgroup is preserved for their 

ranking in scores overall 

No – disparate 

treatment 

Learning Fair 

Representations 

(Zemel et al., 

2013) 

Pre-

processing 
Independence 

An intermediate representation 

of the data is created, using 

clusters of datapoints, that 

minimises similarity to protected 

characteristics while maximizing 

similarity to the original data. 

Yes 

Variational Fair 

Autoencoder 

(Louizos et al., 

2016) 

Pre-

processing 
Independence 

An autoencoder and penalization 

parameter are used to create a 

new representation of the data 

that minimises similarity to 

protected characteristics while 

maintaining the unrelated 

information 

Yes 

Statistical 

Framework for 

Fair Predictive 

Algorithms 

(Lum & 

Johndrow, 

2016) 

Pre-

processing 
Independence 

A new representation of an 

arbitrary number of predictors is 

created that is independent of the 

protected attributes using 

regression approaches 

Yes 

Debiasing Word 

Embeddings 

(Bolukbasi et 

al., 2016) 

In-

processing 
Independence 

Debias word embeddings to 

remove the gender association of 

gender-neutral words 

Yes 

Prejudice 

Remover 

Regularizer 

(Kamishima et 

al., 2011) 

In-

processing 
Independence 

A discrimination-aware 

regularization term eta is added 

to the model and becomes larger 

when more sensitive information 

is used in a prediction, lessening 

its influence 

Yes 

Multipenalty 

Optimization 

(Rottman et al., 

2023) 

In-

processing 
Independence 

Bias penalty added to the model 

optimisation, to preserve high 

model accuracy and minimise 

bias 

 

Yes 
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Classification 

with 

Independence 

Constraints 

(Calders et al., 

2009) 

In-

processing 
Independence 

a) Individuals in each group of 

the protected attribute passing 

and failing are ranked and those 

who are borderline are allocated 

to the other classification (e.g., 

the lowest performers in the 

positive group are reallocated to 

the negative group)  

b) Datapoints are reweighed 

according to the protected 

attribute membership group and 

whether they were a positive or 

negative classification  

No – disparate 

treatment 

Reweighing 

(Kamiran & 

Calders, 2012) 

Pre-

processing 
Independence 

Datapoints in the training data 

are duplicated or removed to 

have a more balanced 

distribution of individuals 

receiving a positive and negative 

classification in each subgroup. 

The model is trained on this 

altered data.  

No – leads to 

homogenous 

datasets 

Learning Non-

discriminatory 

Predictors 

(Woodworth et 

al., 2017) 

In- and 

post-

processing 

Separation 

Builds on the approach of (Hardt 

et al., 2016), one portion of the 

data is used to impose a fairness 

constraint in training and the 

other portion is used to generate 

a randomised predictor to impose 

fairness 

Yes 

Equalized Odds 

(Hardt et al., 

2016) 

Post-

processing 
Separation 

Different thresholds are used for 

different subgroups to allocate 

them to the positive and negative 

classes to balance true and false 

negative rates between 

subgroups. 

No – disparate 

treatment 

Platt Scaling 

(Barocas et al., 

2023; Barocas 

& Hardt, 2017) 

Post-

processing 
Sufficiency 

A sigmoid function is fit to an 

uncalibrated score so that scores 

are calibrated by group 

No – disparate 

treatment 
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Bias mitigation worked example 

To investigate the interdisciplinary approach to bias mitigation in algorithmic 

recruitment tools in practice, a pre-processing and in-processing approach to achieve 

independence – namely Learning Fair Representations (Zemel et al., 2013) and Prejudice 

Remover Regularizer (Kamishima et al., 2011) – were applied to data collected during the 

validation of an image-based assessment of personality that is scored using machine learning 

based predictive algorithms. Given that independence approaches are typically pre- or in-

processing, Equalized Odds (Hardt et al., 2016) was selected as the post-processing approach 

despite being designed to enforce separation since it is a widely cited and well-known 

mitigation in computer science. The aim of this worked example was to i) investigate their 

impact on model performance, and ii) examine their effectiveness at reducing subgroup 

differences.  

Data  

431 respondents were recruited using Prolific Academic. The majority (n = 222) of 

respondents were female and most (n = 356) were under the age of 40. 209 were White, 73 

were Black, 66 were Asian, 56 Hispanic, and 14 were of Mixed Race. Respondents 

completed the questionnaire-based measure of personality IPIP-NEO-120 and a 150-item 

image-based assessment of personality designed for use in selection that is described in 

greater detail in Chapter 3. 

Scoring models 

While the assessment, in practice, is scored using linear regression to generate 

continuous scores from binary image choices, since the computer science mitigation 

approaches were created for use with categorical outcomes, logistic regression was used for 

the purpose of this example. Here, the training data was binarised such that scoring above the 

median score for that trait was considered as passing and scoring below as failing. This is in 

line with the metric for continuous scores defined by the enforcement rules for New York 
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City Local Law 144, which requires bias audits of automated employment decision tools 

(DCWP, 2023; The New York City Council, 2021). The training data was examined for 

subgroup differences based on age, gender, and ethnicity using the four-fifths rule as it 

converges most closely with the notion of independence. This analysis indicated that there 

was a lower pass rate for males compared to females for emotional stability and Mixed 

ethnicity test-takers compared to Black test-takers for conscientiousness. Specifically, in the 

training data, males had an impact ratio of .77 and Mixed ethnicity .37, allowing the 

effectiveness of the mitigations to be examined for different severities of subgroup 

differences.  

Mitigations 

Learning Fair Representations (Zemel et al., 2013) is a pre-processing approach that 

transforms the training data to reduce the influence of protected attributes on outcomes, 

meaning that the data fed into the model using this mitigation is not identical to the raw 

training data. In this example, the raw training data represents binary image choices, where a 

value of 1 indicates that the image was selected by the test-taker and 0 indicates that it was 

not. As a result of applying Learning Fair Representations, this data was transformed such 

that the data became floats, or continuous values.  

Prejudice Remover Regularizer (Kamishima et al., 2011) is an in-processing approach 

that places constraints on the model itself to reduce the influence of protected attributes on 

predictions, meaning the unchanged raw training data (binary image choices) is fed into the 

model and used to make predictions.  

Finally, Equalized Odds (Hardt et al., 2016) is a post-processing approach that 

changes the predicted scores based on subgroup membership to make the outcomes more 

similar across groups in an attempt to reduce adverse impact.  
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Appendix A and Appendix B demonstrate how the input data, model coefficients, and 

outputs are changed for the baseline and mitigated model for the pre-processing, in-

processing, and post-processing approaches, respectively.  

Results  

As can be seen in Table 3, the baseline model reflected the subgroup differences in the 

training data, resulting in an impact ratio of .36 for conscientiousness and .70 for emotional 

stability for the aforementioned groups. However, the baseline models performed well, 

exceeding .90 for all metrics (accuracy, balanced accuracy, precision, recall, and F1-Score). 

For the conscientiousness model, the pre-processing and post-processing mitigation 

approaches result in the mitigated model performing similarly to the baseline model. On the 

other hand, the in-processing negatively impacted the accuracy of the model, but the model 

can still be said to perform well. Similarly, for the emotional stability model, the post-

processing resulted in a similar level of accuracy to the baseline model and the in-processing 

approach resulted in a dip in performance. However, the pre-processing approach 

considerably reduced model performance. 

Both the pre-processing and in-processing approaches for the conscientiousness and 

emotional stability models resulted in an impact ratio above the .80 threshold for the four-

fifths rule, indicating that subgroup differences were mitigated. On the other hand, the post-

processing approval did not result in impact ratios above the .80 threshold, although the 

impact ratio did improve slightly for the conscientiousness model.  
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Table 3 

Performance metrics and adverse impact ratio for the baseline model and pre-, in- and post-

processing mitigation approaches. 

Metric 
Baseline 

model 

Pre-

processing 

In-

processing 

Post-

processing 

Conscientiousness 

Accuracy .92 .92 .85 .93 

Balanced accuracy .92 .92 .85 .93 

Precision .90 .96 .87 .90 

Recall .93 .89 .83 .95 

F1-Score .91 .92 .85 .92 

Impact ratio .37 .89 .99 .40 

Emotional stability 

Accuracy .90 .57 .85 .91 

Balanced accuracy .90 .57 .85 .91 

Precision .89 .54 .88 .91 

Recall .91 .57 .83 .92 

F1-Score .90 .55 .85 .91 

Impact ratio .77 .94 1.00 .75 

Note. The adverse impact ratio for conscientiousness is for Mixed ethnicity test-takers 

compared to Black for conscientiousness and males compared to females for emotional 

stability. 

Appropriateness of mitigations for recruitment tools 

Although the in-processing approach resulted in a slight dip in the performance of the 

model in terms of how accurately personality was predicted, it did result in the subgroup 

differences being mitigated for both traits. While the pre-processing approach performed well 

for conscientiousness and resolved the subgroup differences for both traits, its suitability for 

the present example is limited since the data fed into the model no longer represented binary 

image choices due to the transformation of the data into floats. Finally, the post-processing 

approach was not compatible with reducing subgroup differences as measured by the four-

fifths rule, and may also lack compatibility with equal opportunity laws, particularly in the 

US. Indeed, the changing of outcomes based on subgroup membership may be considered 

unlawful under the Civil Rights Act of 1991. As such, for this worked example, the computer 
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science in-processing approach to bias mitigation was the most compatible with algorithmic 

recruitment tools that use binary data to make predictions.  

Increasing the compatibility of I-O psychology and computer science approaches to bias 

A major difference between the approaches to bias of I-O psychology and computer 

science is that in psychology, definitions are generally agreed upon (Society for Industrial and 

Organizational Psychology, 2018), meaning that practitioners do not have to deliberate 

between multiple, incompatible definitions. On the other hand, in computer science, the 

notion of fairness that is abided by is subject to the discretion of those developing the model 

and trade-offs will be necessary to come to a decision about which approach to adopt since 

definitions are often incompatible; independence, sufficiency, and separation are mutually 

exclusive, except in degenerate cases (Barocas & Hardt, 2017). Further, notions of bias in I-O 

psychology typically focus on linear models instead of categorical outcomes, while the 

majority of the computer science literature on fairness focuses on categorical outcomes since 

many definitions examine true and false positive rates (Verma & Rubin, 2018). While pre-

employment tests inevitably do result in a classification, whether a candidate is hired or not, 

the process of getting to this decision is often based on linear models. As a result, definitions 

of and approaches to mitigating bias in I-O psychology focus on score distribution and the 

way the scores are used or allocated to outcomes. For example, cognitive ability scores are 

usually continuous and are then converted to a binary outcome through cutoff scores, where 

those below the cutoff are considered qualified and those below unqualified.  

Moreover, the computer science approach to bias is focused on structural 

relationships, with less attention being paid to how well constructs are being measured since 

optimising the model can be prioritised over social impact, signalled by the interchangeability 

of the terms fairness and bias. Indeed, computer science does not differentiate between bias in 

measurement and bias in structural relationships, therefore taking a more technical approach 
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to addressing bias. The reason for this is that machine learning has traditionally been applied 

in more objective contexts (Mullainathan & Obermeyer, 2017). For example, in the 

application of machine learning algorithms to a self-driving car, it is easy to label road 

markings, pedestrians and other obstacles since their presence is objective. As a consequence, 

measurement bias has previously not been a concern for computer science. However, in more 

subjective contexts, such as recruitment, the model is trained on human ratings, which lack 

objectivity (Mullainathan & Obermeyer, 2017), meaning that social factors must also be 

considered when identifying and mitigating bias. Indeed, while computer science can offer 

some valuable technical approaches to addressing bias that go beyond just the removal of 

features, it has been argued that such approaches fail to consider the influence of behavioural 

responses. This can be problematic as even when disparities in predictions are removed, there 

may still be underlying disparities in behaviour or ability that result in differential predictions 

(Shimao et al., 2021). As such, the computer science approach to bias is more of an 

optimisation and technical issue, rather than a social one since the reason for group 

differences is not acknowledged or investigated.  

In response to this, there have been calls for a socio-technical approach to addressing 

algorithmic bias, where human and systematic biases are also considered, alongside technical 

sources of bias (R. Schwartz et al., 2022). For example, some have recommended additional 

training for I-O psychologists in machine learning techniques (Oswald et al., 2020; Oswald & 

Putka, 2020) and updates to the curriculum of I-O psychology programs to support this 

(Aiken & Hanges, 2015). Indeed, it is no longer adequate to just be trained in I-O psychology 

or machine learning when working in interdisciplinary teams using algorithms in the context 

of pre-employment tests. Whereas I-O psychology approaches focus on outcome parity and 

suitability of measures used, they lack sophistication in using modern statistical and machine 

learning methods to improve datasets and prediction or scoring models to reduce bias. On the 
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other hand, machine learning approaches are highly sophisticated and provide a useful way 

for reducing bias in the training data and outcome data but are not always compatible with 

psychology definitions or equal opportunity laws. As such, computer scientists working in the 

domain of pre-employment testing would also likely benefit from becoming familiar with the 

laws and principles that I-O psychologists are bound by since approaches that are common in 

computer science, such as reweighing variables or training multiple models for different 

populations, can be considered a source of MLMB in psychology (Tay et al., 2022). 

Psychologists should also be exposed to more sophisticated techniques for mitigating bias 

and improving predictions from machine learning, which is particularly useful since 

psychology has previously been grounded in explanation rather than prediction (Yarkoni & 

Westfall, 2017).  

Some progress has been made towards providing the necessary guidance for the fields 

to converge, with publications released concerning how Big Data can be used within 

psychology. While these publications have made useful contributions to the field, including 

recommending that the collection and use of Big Data should be theory-driven (Landers et 

al., 2016), and providing guides on the management, processing and analysis of Big Data 

(Chen & Wojcik, 2016) and how to deal with privacy and consent issues (Guzzo et al., 2015), 

there is still no formal guidance available for I-O psychologists. Indeed, despite Guzzo et al.’s 

(2015) publication being recognised by the SIOP executive board, they note that their 

recommendations are not formal standards. Further, not all machine learning applications in 

psychology rely on Big Data; machine learning can be applied to smaller datasets to predict 

constructs based on psychometric measures that use purposely collected data. Consequently, 

guides on Big Data will not be fully applicable to these methods. While there are some 

publications that are intended to guide I-O psychologists using machine learning models not 

based on Big Data in their research (Putka et al., 2018), they are limited to statistical 



 

 

101 

approaches to analysis and do not give guidance on other practical considerations such as bias 

and adhering to equal opportunity laws.  

Overall, the MLMB Framework (Tay et al., 2022) is a step in the right direction 

towards formalising how bias is defined and dealt with in algorithmic recruitment, but greater 

efforts are needed to provide better guidance to I-O psychologists and data scientists working 

in interdisciplinary teams to design, validate, and implements selection tools grounded in 

machine learning. As such, some key recommendations are: 

• Formal guidance for psychologists – Actionable and more comprehensive 

guidance is needed from governing bodies such as SIOP and the British 

Psychological Society to formalise the definitions of and tests for bias in 

algorithms, and how best to mitigate bias while ensuring algorithmic assessments 

are valid and comply with equal opportunity laws. For example, although SIOP 

has published guidelines on AI-based assessments (SIOP, 2023), additional 

guidance could specify which of the methods listed in Table 2 are suitable to use 

for recruitment algorithms. Computer scientists would also benefit from a 

governing body to provide similar guidance.  

• Updated legislation - The field would benefit from updated equal opportunity 

laws that address the last 40 years of advancements in measurement and selection. 

In a world that is increasingly automating tasks (McKinsey & Company, 2017), it 

is important that laws are up-to-date and compatible with the applications of 

technology. While there has been some progress towards this, particularly in the 

US, there is still a way to go since the existing legislation focuses on specific 

aspects of the use of automated recruitment tools.  

• Education and training for policymakers – in order to ensure that the updated 

legislation is actionable and appropriate for algorithmic tools, policymakers must 
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be educated on the technology and seek input from relevant, interdisciplinary 

stakeholders on best practices. The development of the enforcement rules for New 

York City local law 144, demonstrated this need. While the metric for conducting 

bias audits is largely based on the four-fifths rule, the metric for continuous 

systems has caused controversy due to concerns about how suitable it is for 

automated tools and different data distributions (Filippi et al., 2023; Groves et al., 

2024). As such, policymakers require additional training and input to ensure that 

laws targeting algorithmic tools are in line with perspectives from both I/O 

psychology and computer science. 

Conclusion 

The combination of psychological theory and machine learning has resulted in 

powerful tools being developed that can predict job performance and other psychometric 

characteristics from just a short interaction with candidates. This convergence has 

revolutionised hiring and has opened the market for innovative tools to assess applicants but 

also presents unique challenges for ensuring that pre-employment tests are free from bias. 

Indeed, algorithmic recruitment tools offer more opportunities for both bias and bias 

mitigation compared to traditional approaches. The outcome data, training data, and the 

algorithm training process are all potential sources of bias and at the same time offer 

opportunities for bias mitigation using machine learning and statistical approaches.  

In this ethically critical domain, it is important to have robust strategies to identify 

and mitigate bias that draw on practices from both fields. This review of the approaches to 

identifying and mitigating bias in I-O psychology and computer science demonstrates that 

there can be a lack of alignment, with machine learning focusing on optimisation and model 

performance, while I-O psychology takes a social approach, examining the source of group 

differences and whether they are genuine. Despite this misalignment, IO psychologists and 
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computer scientists are increasingly working together in the context of recruitment, and 

progress is being made towards a more socio-technical approach due to new methods such as 

Rottman et al.'s (2023) bias penalisation approach or Bolukbasi et al.’s (2016) approach to 

debiasing word embeddings, which can overcome the need to remove potentially biased 

features from the model by adjusting them. 

However, the unsuitability of some of the techniques proposed in the computer 

science field, such as Kamiran and Calders’ (2012) proposed method of duplicating and 

deleting data, signals that further reconciliation of the two fields is needed to allow them to 

learn from each other. We propose that this reconciliation can be aided by increased education 

of both psychologists and engineers, greater formalised guidance, and updated legislation that 

is in line with current scientific knowledge and practices. The reconciliation of these fields 

will benefit all involved parties, allowing each field to learn from the other and increasing 

candidates’ trust in these tools. 
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Abstract 

Selection methods are commonly used in talent acquisition to predict future job 

performance and find the best candidates. Questionnaire-based assessments can be lengthy 

and lead to candidate fatigue and poor engagement, affecting completion rates and producing 

poor data. The gamification of assessments can mitigate some of these issues through greater 

engagement and shorter testing times. One avenue of gamification is image-based tests, and, 

although they are starting to gain traction commercially, there are few studies describing their 

validity and psychometric properties. As such, this study explores the potential of a five-

minute, forced-choice, commercially-developed, image-based assessment of the Big Five 

personality traits that is scored using machine learning to be used in selection. Study One 

describes the creation of the item bank of image pairs and the selection of the 150 best-

performing items based on a sample of 300 respondents. Study Two describes the creation of 

machine-learning-based scoring algorithms and an examination of their convergent and 

discriminant validity and subgroup differences based on a sample of 431 respondents. All 

models showed good levels of convergent validity with the IPIP-NEO-120 (openness r = .71, 

conscientiousness r = .70, extraversion r = .78, agreeableness r = .60, and emotional stability 

r = .70) and were largely free from potential adverse impact, echoing subgroup differences 

present in the training data. The implications for recruitment policy and practice and the need 

for further validation are discussed. 
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Introduction 

This article explores the potential for measuring the personality of job applicants 

through their image choices using a novel measure whereby respondents are presented with 

pairs of images and asked to indicate which image in the pair is more like them. We report on 

two studies, where the first describes the creation and refinement of the measure and the 

second creates scoring algorithms and validates them by assessing convergent and 

discriminant validity and the potential for adverse impact. Although some image-based 

personality assessments exist commercially (e.g., Traitify and RedBull Wingfinder), there is 

little literature in this field. Since applicant perceptions of the selection process can influence 

whether an applicant is likely to accept a job offer (Hausknecht et al., 2004), applicant 

experience is pertinent for both applicants and hiring teams. Image-based formats might 

increase engagement and thereby improve applicant perceptions as they increase satisfaction 

and elicit stronger responses compared to questionnaire-based measures (Downes-Le Guin et 

al., 2012; Meissner & Rothermund, 2015). The purpose of this article is to address this lack 

of validation in the research regarding image-based assessments of personality, particularly 

those created for use in selection. Our findings provide preliminary evidence that assessments 

of this type could be a valid and fairer alternative to questionnaire-based selection 

assessments that use Likert scales. 

The article begins with an overview of selection assessments, particularly those 

measuring cognitive ability or personality, followed by evidence in favour of the use of 

game- and image-based assessments, such as their shorter testing times (Atkins et al., 2014; 

Leutner et al., 2021). As will be highlighted below, much of the research into gamification 

has focused on cognitive ability, but there is evidence that image choices can be used to 

measure personality (Krainikovsky et al., 2019; Leutner et al., 2017). Notwithstanding this, a 

validated Big Five personality measure created for use in selection has not been described in 
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peer-reviewed research. The reported study, therefore, aims to contribute towards the lack of 

evidence addressing the potential for soft skills, such as personality, to be measured through 

gamified assessments, particularly those using an image-based format. We do so through an 

interdisciplinary approach, drawing from psychology and machine learning to create and 

validate the measure. This feasibility study found that all five traits can be accurately 

measured through an image-based format, with convergent validity similar to that of other 

traditional measures of personality. While we note that further investigation is needed into the 

assessment, our preliminary findings demonstrate that a forced-choice, image-based 

assessment has the potential to be an accurate and fair way of measuring the personality of 

applicants following further validation. We discuss the implications of this for practitioners 

and suggest areas for future research.  

Assessments in selection 

Selection methods have been used in recruitment for over 100 years to evaluate 

candidate suitability and predict future job performance (Ryan & Ployhart, 2014; Schmidt et 

al., 2016a; Schmidt & Hunter, 1998), with around 40 million assessments being completed 

globally by candidates each year (Chamorro-Premuzic, 2017). The most valid predictor of job 

performance is cognitive ability (N. Schmitt, 2014), with validity estimates of r = .51 

(Schmidt & Hunter, 1998), a value that increases when combined with integrity tests (r = 

.65), work sample tests (r = .63), structured interviews (r = .63), or tests of conscientiousness 

(r = .60; Schmidt & Hunter, 1998). However, personality traits are not only useful when 

combined with cognitive ability; the Big Five personality traits – openness to experience, 

conscientiousness, extraversion, agreeableness, and emotional stability – are also predictive 

of job performance on their own.  

While conscientiousness is the most valid trait for predicting personality across 

multiple job contexts (Barrick & Mount, 1991; Higgins et al., 2007; Judge et al., 1999; 

Kuncel et al., 2010; N. Schmitt, 2014), other personality traits are also useful for predicting 
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performance for jobs that require specific skills (Kuncel et al., 2010). For example, 

extraversion predicts the job and training proficiency of sales and managerial roles while 

openness and extraversion both predict training proficiency across occupations including 

police officers, sales staff, professionals, managers, and skilled/semi-skilled workers (Barrick 

& Mount, 1991). For those working in pharmaceutics, openness, extraversion, and 

conscientiousness predict task performance, while agreeableness and openness predict 

creativity (Rothmann & Coetzer, 2003). Nevertheless, the strongest predictor is the 

combination of cognitive ability and personality, which demonstrate incremental validity over 

each other and predict distinct areas of performance (Leutner & Chamorro-Premuzic, 2018). 

However, assessments of cognitive ability are often associated with adverse impact (Hausdorf 

et al., 2003), describing differences in selection rates between different groups (De Corte et 

al., 2007). Personality assessments, on the other hand, have little to no adverse impact so are 

a fairer way of assessing candidates while still being predictive of job performance (Hogan et 

al., 1996). 

Game and Image-Based Assessments 

While personality is often assessed via self-report methods using Likert scales, a 

recent trend in selection is gamification (Chamorro-Premuzic et al., 2017; Winsborough & 

Chamorro-Premuzic, 2016) where elements of game are added to traditional assessments to 

increase engagement (Armstrong, Ferrell, et al., 2016), including progress bars and visual and 

audio feedback (Landers, Armstrong, et al., 2022). Common issues with self-reported 

assessments are poor response quality (Krosnick, 1991) and lack of completion (Yan et al., 

2011) due to the lengthy nature of scales, resulting in poor data. Game-based assessments can 

overcome these issues by offering a more immersive (Georgiou & Nikolaou, 2020) and 

engaging experience for participants (Lieberoth, 2015) and shorter testing times (Atkins et 

al., 2014; Leutner et al., 2021) compared to traditional assessments. Game-based assessments 

also elicit less test-taking anxiety (Mavridis & Tsiatsos, 2017; Smits & Charlier, 2011), are 
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less prone to social desirability bias than questionnaire-based measures, and can be more 

predictive of future job performance if they are designed to measure job-related behaviours 

(Armstrong, Landers, et al., 2016).  

To date, much of the focus of research into gamification has been on using games to 

assess cognitive ability (e.g., Quiroga et al., 2015, 2016), with less of a focus on the 

measurement of soft skills such as personality. However, there is emerging research into how 

image preferences can be used to infer personality, where an image-based format can 

reinforce the benefits of game-based assessments and has the additional advantage of being 

language-neutral, meaning assessments can easily be adapted for use in other languages 

(Paunonen et al., 1990) unlike questionnaire-based measures, which often need to be 

redeveloped in the target language (H. Zhang et al., 2017). Language neutrality also has the 

benefit of increasing the accessibility of the assessment to those who have a preference for 

visual processing, including individuals who are neurodivergent (De Beer et al., 2014; 

Fassbender & Schweitzer, 2006), reducing the barriers that may prevent them from securing 

employment if their underlying ability is obscured by language processing difficulties that 

cause them to perform poorly on verbal assessments. 

 For example, Krainikovsky et al. (2019) predicted scores using algorithms based on 

image preferences from a selection of images tagged with information relating to objects, 

behaviour, emotions, and scenery. The convergent validity of the assessment with the NEO-

PI-R (Costa & McCrae, 2008) ranged from r = .06 for neuroticism to r = .28 for 

agreeableness (Krainikovsky et al., 2019). Although this assessment had low convergent 

validity, it was not designed for use in selection. On the other hand, Leutner et al. (2017) 

created and validated image-based measure of creativity for use in selection, finding that 

scores on traditional measures were accurately predicted, with good concurrent validity with 

the traditional scales for all three creativity constructs, namely curiosity (r = .35), cognitive 
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flexibility (r = .50) and openness to experience (r = .50). The measure was more purposefully 

designed than Krainikovsky et al.’s (2019) and presented respondents with images and asked 

them to indicate which was most like them. However, Leutner et al.’s (2017) study only 

examined the feasibility of measuring openness to experience and did not extend the 

assessment to the remaining Big Five traits. Therefore, to build on these findings, the 

reported study describes an image-based assessment of all five personality traits with a 

similar format to that of Leutner and colleagues’ (2017) creativity measure, with respondents 

being asked to indicate which image in a pair is more like them. The feasibility of using an 

image-based assessment of the Big Five personality traits for use in selection is explored 

through the creation of an image bank, the development of machine learning based predictive 

scoring algorithms, and examining the assessment’s adverse impact and convergent validity 

between scores on the image-based assessment and the questionnaire-based IPIP-NEO-120 

(J. A. Johnson, 2014). Based on the findings that image preferences can be used to predict 

personality (Krainikovsky et al., 2019) and that openness to experience can be predicted 

through image choices (Leutner et al., 2017), we hypothesise that: 

H1: Machine learning based algorithms can be used to score an image-based 

assessment of the Big Five with strong convergent and discriminant validity for each 

trait. 

Method 

In this section, we outline the methods used in the two studies summarised below. We 

draw upon methods from industrial-organisational psychology and machine learning to 

develop the measure and create and validate the machine-learning-based scoring algorithms 

used by the assessment. Overall, the aim of these feasibility studies was to explore the 

potential for creating a valid image-based measure of personality to be used in talent 

recruitment in the future. An image-based format was chosen as previous findings have 
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indicated personality can be measured through image choices (Krainikovsky et al., 2019; 

Leutner et al., 2017). The two studies conducted were: 

• Study One: Item Bank Creation – Study One describes the creation of an 

item pool of image pairs, along with the selection of the 150 best-performing 

items, and the mapping of these items to the Big Five traits. 

• Study Two: Measure Validation – Study Two describes the development of 

predictive machine-learning-based scoring algorithms based on a panel of 

respondents. This approach, where algorithms are developed that predict 

outcomes on traditional assessments, is common practice in predictive 

measures of personality (e.g., Bachrach et al., 2012; Kosinski et al., 2013; 

Krainikovsky et al., 2019; Leutner et al., 2017; Schwartz et al., 2013), as they 

convert binary choices to a more interpretable output that is more reflective of 

the continuous nature of the Big Five traits. Study Two also describes the 

validation of the assessment through measuring convergent and discriminant 

validity with Johnson’s (2014) questionnaire-based IPIP-NEO-120 and tests 

for potential adverse impact. 

An overview of the studies, which we expand upon below, can be seen in Figure 1. 
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Figure 1 

Study One overview: Item creation and selection of the best-performing items for the image-

based Big Five measure. (b) Study Two overview: Creation of scoring algorithms and tests of 

convergent validity with the questionnaire-based measure and adverse impact. 

Study One: Item Bank Creation 

Image-Based Measure 

The creation of the image bank was guided by statements from Goldberg’s (1992) 

International Personality Item Pool (IPIP) to ensure a good representation of the traits. To do 

so, these statements were used as a starting point to create visual representations of each of 

the traits using stock images sourced from Shutterstock. For example, the statement “I like to 

tidy up”, was conceptualised as a messy versus tidy email inbox – an inbox with several 

unread emails versus an inbox that has few unread emails and is kept on top of (Figure 2). To 

find the images matching the conceptualisations of the team of industrial-organisational 

psychologists that created the measure, the image database was searched using keywords 

related to these concepts (e.g., searching for ‘email notification’). The image pairs, or items, 

were created consciously and were designed to represent multiple ethnicities, age groups, and 
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genders. Moreover, the facets of neuroticism associated with mental health (anxiety and 

depression) were not included in the measure. Although it could be argued that the removal of 

these facets could alter the structure of the emotional stability construct, this action was taken 

to prevent discrimination against respondents with mental health issues, particularly since the 

measure is forced-choice, meaning this could be interpreted as asking respondents whether 

they have a mental health condition or not. Caution was also taken to ensure that the images 

would be suitable for professional use, with scenes featuring alcohol, parties, and 

inappropriately dressed models being avoided. Some images were edited to remove 

unnecessary text, which would have prevented language neutrality, to remove undesirable 

items such as cigarettes, or to allow the image to be cropped more effectively. 

Figure 2 

Examples of single-trait pairs. (a) is designed to measure the “I like to tidy up” statement from 

the orderliness facet of conscientiousness. (b) is designed to measure the “I look at the bright 

side of life” statement from the cheerfulness facet of extraversion. 

 

The image pairs were either designed to be single-trait, where one image represented 

high levels of the trait and the other low levels of the trait, or mixed-trait, where the images 

reflect high levels of two different traits to determine the trait the respondent identified with 

a)

b)
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most. Some pairs that were more ambiguous were presented with adjectives to aid 

understanding. An example of two single-trait pairs can be seen in Figure 2 and an example 

of mixed-trait pairs in Figure 3. Once the images had been edited as required and cropped to a 

1:1 aspect ratio, they were uploaded to the game development platform for the creation of a 

functional assessment. The measure is primarily designed to be completed on a smartphone 

device, although it can be completed on a computer, and presents image pairs one at a time 

along with the statement “I am more like...”, prompting respondents to select the image they 

identify with most in the pair, thus being forced-choice. Audio and visual feedback were 

added to gamify the measure (Landers, Armstrong, et al., 2022), including a progress bar at 

the top and sound effects when an image was selected, as well as a pause button to allow 

respondents to pause and resume the assessment. 

Figure 3 

Examples of mixed-trait image pairs. (a) is designed to map onto the “I love to help others” 

statement from the altruism facet of agreeableness (left) and the “I feel comfortable around 

others” statement from the friendliness facet of extraversion (right). (b) is designed to be 

mapped onto the “I act comfortably around others” statement from the friendliness facet of 

extraversion (left) and the “I believe in the importance of art” statement from the artistic 

interests facet of openness (right). 

 

 

a)

b)
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Questionnaire-Based Measure 

The IPIP-NEO-120 (J. A. Johnson, 2014) measures each trait through 24 questions 

using a five-point Likert scale, with a maximum score of 120 for each trait. Each trait is 

divided into six facets, with four questions measuring each, e.g., the cheerfulness facet of 

extraversion is measured by statements like “I radiate joy” and “I love life”. Items measuring 

neuroticism were reversed to measure emotional stability. This data served as the ground 

truth measure of personality. 

Participants 

300 compensated respondents were recruited through the online participant pool 

Prolific Academic (Mage = 31.14, SD = 9.26, 69% female) by an industry partner. 

Respondents completed the questionnaire-based measure along with 100 items from the 

image-based measure to avoid test-taking fatigue, resulting in each item being completed by 

an average of 54 participants (95% CI [38, 68]). 

Item Selection 

To select the best-performing items and reduce the length of the assessment, Cohen’s 

d values were used to quantify the difference in mean IPIP scores for the group of 

respondents choosing image one versus image two in each pair. This was calculated for each 

trait. Items that had large Cohen’s d values, indicating a large difference in personality scores 

between those selecting image one versus image two, were considered to perform well. Based 

on these values, 150 items, or 300 images, were selected to be retained: 132 items with 

moderate to large values (>.5 for a trait), and 18 items that showed small to moderate 

differences (>.29 on at least one trait) to maintain a balance in the items for each trait. The 

trait corresponding to the highest Cohen’s d value for that image pair was also used to 

identify the trait that the image measured best. In some cases, this trait differed from the trait 

that the item was designed to measure, but, as can be seen in Appendix C, almost two-thirds 

(60%) of 300 images were mapped onto the trait that they were designed to measure. The 150 
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items included in the assessment had a mean highest Cohen’s d value of .77 (SD = .25; range: 

.29–1.77), suggesting that there were considerable differences in the personalities of 

individuals selecting each image in the pairs. 

Study Two: Measure Validation 

Participants 

A second sample of 431 compensated respondents was recruited using Prolific 

Academic by an industry partner. Respondents completed the IPIP-NEO-120 and the full 

150-item image-based assessment from Study One. The majority (n = 222) of respondents 

were female and most (n = 356) were under the age of 40. 209 were White, 73 were Black, 66 

were Asian, 56 were Hispanic, and 14 were of Mixed Race. The IPIP scores once again 

served as the ground truth personality scores and were used to train the scoring algorithms 

described below. 

Scoring algorithm creation 

A machine learning based predictive model was created for each of the five traits, 

where scores for the relevant trait on the questionnaire-based measure served as the outcome 

or target variable. To represent image choices, the 150 pairs were used to create 300 binary 

dummy variables that indicated whether each image was selected or not by each candidate. 

These dummy variables served as predictors in least absolute shrinkage and selection 

operator (Lasso; Tibshirani, 1996) regression models that were created using a train-test split, 

where 70% of the data was used for training and the remaining 30% was held out as an 

unseen sample, allowing the generalisability of the models beyond the training dataset to be 

examined (Jacobucci et al., 2016). Lasso regression was favoured over ordinary least squares 

(OLS) regression, which is commonly used in behavioural sciences, as it is prone to 

overfitting and inflating R2 values and consequently a lack of generalisability due to variance 

between datasets (McNeish, 2015). Lasso regression, however, reduces the effects of variance 

by adding some bias to the model and introduces a regularisation parameter, known as λ, 
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which decreases the size of all of the coefficients by an equal amount. As a result of λ, some 

coefficients are reduced to zero (McNeish, 2015) and removed from the model, creating a 

more interpretable model with fewer variables (Tibshirani, 1996). The removal of predictors 

also enabled the investigation of whether there was a crossover in the predictors retained by 

each model, as well as whether only image pairs mapped to that trait had predictive power. To 

determine the most appropriate hyperparameters for the models, 10-fold cross-validation was 

used. This iterative process divided the data into 10 folds, where each fold was predicted by 

the nine other folds fitted by a specified λ value. Mean squared error was calculated to 

measure fit and the process was repeated with different values of λ, and the average mean 

squared error for each λ value was compared, where the value corresponding to the smallest 

average mean squared error selected for the model (McNeish, 2015). Once the models had 

been trained, they were then applied to the test set data to predict the personality of these 

respondents. 

Analysis  

Typically, part of the validation of psychometric scales involves an examination of the 

internal consistency of items (Fenn et al., 2020), as measured by Cronbach’s alpha 

(Cronbach, 1951), which provides an estimate of the amount of variance in the data that can 

be accounted for by a common construct. Items measuring the same underlying construct 

should have a similar pattern of responses and items that reduce the value of the alpha 

statistic can be removed to increase consistency (Taber, 2018). However, given that the 

image-based assessment is scored using machine learning, the items in the assessment are not 

used in the same way as with traditional measures that use a scoring key since each item will 

contribute to the overall score differently. However, because Lasso only retains the most 

meaningful predictors, this is similar to how items that reduce the alpha coefficient are 

removed from the measure. Consequently, the focus of the validation was how accurately the 

assessment measured personality, calculated by correlating the predicted personality scores 
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with actual scores on the IPIP (Cui & Gong, 2018). Correlations for the test set were also 

used to determine convergent validity. Discriminant validity was determined using a multi-

trait multi-method approach (Campbell & Fiske, 1959), that represented correlations between 

the questionnaire- and image-based scores across the five traits. Here, a measure has 

discriminant validity if the convergent correlations are stronger than the correlations of two 

constructs that are theoretically distinct (D. J. Hughes, 2017). In other words, 

conscientiousness scores for the two assessments should have a stronger correlation than 

conscientiousness scores on the image-based assessment and extraversion scores on the 

questionnaire-based assessment, for example. If this was not the case, it would indicate that 

the scoring algorithm for conscientiousness was in fact measuring extraversion.  

As well as the validity of the algorithms, the potential for adverse impact was 

determined for age, gender, and ethnicity. To do so, subgroup differences in scores were 

examined based on pass or fail criteria, where the median score for each trait was used as the 

passing threshold, in line with the metric for continuous regression models required under 

Local Law 144 (DCWP, 2023; The New York City Council, 2021). Subgroup differences 

were examined using the four-fifths rule, the two standard deviations rule, and Cohen’s d 

effect sizes. According to the four-fifths rule, if the hiring rate of a group is less than four-

fifths of the hiring rate of the group with the highest rate, adverse impact is occurring (Equal 

Employment Opportunity Commission, 1978). According to the two standard deviations rule, 

also known as the Z-test (S. B. Morris & Lobsenz, 2000), if the disparity between the 

expected and observed pass rates is greater than two standard deviations, adverse impact is 

occurring (Office of Federal Contract Compliance Programs, 2020). Finally, Cohen’s d can be 

used to determine the effect size of the difference between the mean scores of two groups, 

where d > |.20| indicates a small effect size, d > |.50| indicates a medium effect size, and d > 

|.80| indicates a large effect (Cohen, 1992). All three types of analysis were used to more 
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robustly test for group differences since the sample size is relatively small. However, group 

differences in scores are not always indicative of adverse impact and could instead reflect 

genuine group differences in ability (Society for Industrial and Organizational Psychology, 

2018). 

Results 

In this section, we evaluate the performance of the scoring algorithms created in 

Study Two. We first present descriptive statistics for both the questionnaire-based measure 

and the novel image-based measure and subsequently present the metrics used to determine 

the performance of the models. We assess the convergent and discriminant validity between 

the questionnaire and image-based measures and test for potential adverse impact.  

Descriptive Statistics  

The descriptive statistics for scores on the IPIP-NEO-120 and image-based measure 

can be seen in Table 4. While the skewness and kurtosis values for these scores indicate that 

there may be a slight divergence from a normal distribution, the values are below the 

thresholds (two for skewness and seven for kurtosis) to be considered as substantially 

deviating from a normal distribution (Kim, 2013; West et al., 1995). Internal consistency of 

the questionnaire-based measure, determined by Cronbach’s alpha (Cronbach, 1951), was 

high, ranging from .83 for openness to experience to .93 for emotional stability (see Table 5). 

This range is consistent with that reported by Johnson (2014), which ranged from .83 for 

openness to experience to .90 for emotional stability. The descriptive statistics for both 

measures are similar, suggesting that there is a similar distribution of scores.  
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Table 4 

Descriptive statistics for the questionnaire- and image-based measures. 

Trait Mean SD Min Max Range Skewness Kurtosis 

Questionnaire-based measure 

Openness 82.84 12.02 34.00 114.00 80.00 −.32 −.32 

Conscientiousness 86.31 15.14 16.00 120.00 104.00 −.54 −.54 

Extraversion 75.98 15.12 11.00 114.00 103.00 −.30 −.30 

Agreeableness 90.32 13.64 13.00 119.00 106.00 −1.11 −1.11 

Emotional stability 76.10 18.69 10.00 120.00 110.00 −.27 −.27 

Image-based measure 

Openness 82.89 7.19 59.16 102.31 43.16 −.05 .03 

Conscientiousness 86.79 10.68 52.17 110.84 58.67 −.51 −.12 

Extraversion 76.07 11.77 44.20 101.97 57.77 −.11 −.65 

Agreeableness 90.20 8.46 59.80 110.54 50.74 −.54 .51 

Emotional stability 75.71 12.67 42.35 100.84 58.49 −.37 −.49 

 

Although the Big Five traits are five different constructs, they intercorrelate (Chang et 

al., 2012). The intercorrelations for scores on the questionnaire-based measure, as seen in 

Table 5, concurred with intercorrelations that would usually be reported, ranging from .09 

between openness to experience and emotional stability to .61 between conscientiousness and 

emotional stability. One reason for the high level of intercorrelation between emotional 

stability and conscientiousness could be because of the removal of some facets from 

emotional stability, which would leave the sub-scales for emotional stability that might be 

closer to conscientiousness (fewer neurotic behaviours). 

Table 5 

Correlation matrix for the questionnaire-based measure (Sample 2; N = 431). 

Trait 1 2 3 4 5 

1. Openness .83     

2. Conscientiousness .12* .91    

3. Extraversion .33** .43 ** .90   

4. Agreeableness .34** .52 ** .24 ** .89  

5. Emotional stability .09 .61 ** .60 ** .35 ** .93 

Note. Diagonal values represent Cronbach’s alpha coefficient. * p < 05. ** p < 001. 

Model performance 

The performance for each of the scoring algorithms created for the image-based 

assessment can be seen in Table 6, where correlations between scores on the image- and 

questionnaire-based assessments indicate model accuracy (Cui & Gong, 2018). While 
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correlations for all models were stronger for the training set, the test set correlations remained 

strong and significant, suggesting that the models can be generalised to unseen datasets 

(Jacobucci et al., 2016). This is important when creating scoring algorithms since the models 

will be applied to datasets other than the ones they were trained on when the assessment is 

deployed in practice.  

Table 6 

Model performance for the image-based assessment. 

Trait 
Training (n = 323) Test (n = 108) 

r R2 MAE MSE RMSE r R2 MAE MSE RMSE 

Openness .77** .56 6.24 65.63 8.10 .71** .50 6.55 64.46 8.03 

Conscientiousness .82** .66 6.88 82.62 9.09 .70** .47 7.50 97.26 9.86 

Extraversion .86** .74 5.78 61.23 7.82 .78** .61 6.82 82.28 9.07 

Agreeableness .77** .56 6.79 84.97 9.22 .60** .34 8.06 103.03 10.15 

Emotional stability .80** .63 8.92 131.35 11.46 .70** .47 10.70 175.29 13.24 

Note. r = Pearson correlation coefficient for actual and predicted scores; R2 = proportion of 

variance explained; MAE = mean absolute error; MSE = mean squared error; RMSE = root 

mean squared error.  

 

The test set correlations were also used to assess convergent validity, which ranged 

from .60 for agreeableness to .78 for extraversion, indicating that the image-based format can 

be used to measure personality in a similar way to traditional, questionnaire-based formats. 

Moreover, as can be seen in Table 7, in the majority of cases, the discriminant correlations 

were smaller than the convergent. While for emotional stability in particular, the discriminant 

correlations were relatively high, the same pattern is seen in Table 5. This result could also be 

explained by the removal of the anxiety and depression facets from emotional stability since 

the remaining facets are closer to those of other traits, such as conscientiousness. As such, H1 

was supported for all five traits. 
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Table 7 

Multitrait-multimethod matrix of the image- and questionnaire-based measures (Test set of 

sample 2; n = 108). 

Trait 1 2 3 4 5 6 7 8 9 10 

Questionnaire-based 

1. Openness 1.00            

2. Conscientiousness  .10 1.00                 

3. Extraversion .29** .35** 1.00               

4. Agreeableness .31** .50** .12 1.00             

5. Emotional stability  .01 .63** .54** .30** 1.00           

Image-based 

6. Openness .71** .05 .39** .31** .06 1.00         

7. Conscientiousness -.04 .70** .21* .32** .54** .00 1.00       

8. Extraversion .26** .30** .78** .12 .52** .48** .32** 1.00     

9. Agreeableness .18 .42** .13 .60** .23* .46** .54** .22* 1.00   

10. Emotional stability .08 .51** .57** .21* .70** .19 .69** .71** .38** 1.00 

 

Further, the number of predictors retained in the models ranged from 13 for openness 

to 32 for extraversion, suggesting that personality could be measured through shorter 

assessments and that they can offer similar insights into personality as longer assessments. 

Indeed, only 68 of the 150 items were retained across the five models, suggesting that the 

majority of the items could be removed from the assessment without impacting its validity. 

This indicates that the Big Five could be rapidly measured through a small number of images 

in around two minutes. 

Subgroup differences 

Given that the metrics used to measure subgroup differences, the four-fifths rule, 2SD 

rule, and Cohen’s d, can result in discrepant findings (S. B. Morris & Lobsenz, 2000), the 

potential for adverse impact was flagged when there were exceptions to two or more metrics. 

Specifically, impact ratios below 80, Cohen’s d values greater than .20, and values greater 

than +/−2 standard deviations indicated that there were group differences. Based on these 

measures, potential for adverse impact was found against male and Asian respondents for the 

openness model, against Hispanic, Mixed, and Other ethnicity respondents for the 

conscientiousness model, against males, Asians, and Hispanics and Other ethnicity test-takers 
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for the agreeableness model, and females, Mixed and Other ethnicity test-takers for emotional 

stability. The results of the adverse impact analysis for these groups can be seen in Table 8 

(see Appendix D for the full adverse impact analysis).  

Table 8 

Subgroup differences in scores for the image-based measure where two or more metrics were 

violated (Accepted Adverse Impact Ratio: >.8. Accepted Cohen's D: < |.20|. Accepted 2 SD: 

<|2|). 

Trait Subgroup 
Group 

Size 
n passing  

Pass 

rate 

Impact 

ratio 

Cohen's 

d 
2SD 

Openness Male 205 83 .40 .69 -.37 -3.73 

Openness Asian 66 19 .29 .47 -.68 -3.72 

Conscientiousness Hispanic 56 23 .41 .70 -.36 -1.41 

Conscientiousness Mixed 14 3 .21 .36 -.81 -2.16 

Conscientiousness Other 13 4 .31 .52 -.58 -1.40 

Agreeableness Male 205 79 .39 .63 -.47 -4.69 

Agreeableness Asian 66 28 .42 .74 -.29 -1.32 

Agreeableness Hispanic 56 21 .38 .66 -.39 -1.99 

Agreeableness Other 13 5 .38 .67 -.37 -.84 

Emotional stability Female 222 98 .44 .78 .25 -2.57 

Emotional stability Mixed 14 5 .36 .62 -.44 -1.08 

Emotional stability Other 13 5 .38 .67 -.38 -.84 

To examine whether these subgroup differences resulted from the scoring algorithms 

or whether they could represent genuine subgroup differences, adverse impact analysis was 

also conducted for the IPIP-NEO-120. As can be seen in Table 9, the subgroup differences 

found for the image-based assessment echo those of the questionnaire-based assessment, 

suggesting that the subgroup differences identified in the image-based measure were due to 

subgroup differences in scores on the questionnaire-based measure and not due to the image-

based format. This highlights the need to examine subgroup differences in the training data 

since machine learning algorithms can amplify this bias (Tay et al., 2022). The subgroup 

differences may be due to measurement bias in the questionnaire-based assessment or could 

reflect genuine differences in ability since group differences are not always indicative of bias 

(Society for Industrial and Organizational Psychology, 2018). 
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Table 9 

Subgroup differences in scores for the questionnaire-based measure where two or more metrics 

were violated (Accepted Adverse Impact Ratio: >.8. Accepted Cohen's D: < |.20|. Accepted 2 

SD: <|2|). 

Since group differences were observed for the questionnaire-based measure, 

measurement bias was investigated by examining whether convergence varied by subgroup 

(Tay et al., 2022). As can be seen in Table 10, there are differences in the convergence for 

subgroups, and these differences echo the group differences in scores for both the image- and 

questionnaire-based measures. For example, the convergence for Black and Asian 

respondents for agreeableness is significantly lower than that of White and Hispanic 

respondents, with group differences being found in their scores. This may be because these 

groups are underrepresented in the data. 

 

 

 

Trait Subgroup 
Group 

Size 
n passing 

Pass 

rate 

Impact 

ratio 

Cohen's 

d 
2sd 

Openness Age 40 or older 75 29 .39 .75 -.26 -2.05 

Openness Male 205 86 .42 .75 -.28 -2.87 

Openness Asian 66 21 .32 .51 -.64 -3.11 

Openness White 209 102 .49 .78 -.28 -.25 

Conscientiousness Male 205 87 .42 .79 -.22 -2.31 

Conscientiousness Asian 66 30 .45 .77 -.27 -.41 

Conscientiousness Hispanic 56 24 .43 .73 -.32 -.79 

Conscientiousness Mixed 14 3 .21 .36 -.81 -2.01 

Conscientiousness Other 13 5 .38 .65 -.41 -.68 

Agreeableness Male 205 81 .40 .68 -.38 -3.84 

Agreeableness Asian 66 24 .36 .61 -.48 -2.18 

Agreeableness Black 73 24 .33 .55 -.56 -2.97 

Agreeableness Hispanic 56 26 .46 .78 -.27 -.37 

Agreeableness Mixed 14 5 .36 .60 -.49 -.99 

Agreeableness Other 13 6 .46 .77 -.27 -.19 

Emotional stability Female 222 92 .41 .70 .36 -3.63 



 

 

125 

Table 10 

The convergent correlations by subgroup.  

Demographic O C E A ES 

Gender      

  Male .65** .76** .80** .69** .72** 

  Female .76** .58** .76** .42** .69** 

Age      

  Under 40 years old .67** .68** .80** .50** .68** 

  Age 40 or older .78** .76** .68** .86** .77** 

Ethnicity      

  White .77** .75** .83** .62** .83** 

  Black .69** -.01 .86** .05 .73** 

  Asian .65** .72** .85** .08 .45 

  Hispanic .56** .72** .83** .83** .57* 

Note. O, C, E, A, and ES refer to openness, conscientiousness, extraversion, agreeableness, 

and emotional stability, respectively. 

Discussion  

This study aimed to create scoring algorithms for and validate a novel, image-based 

measure of the Big Five personality traits to explore the potential for such a measure to be 

used in selection. Study One described the creation of an item bank and the selection of the 

150 best-performing items. Study Two described the development of a predictive machine 

learning based scoring algorithm for each trait and the validation of the image-based measure 

by measuring convergent validity with a validated, questionnaire-based measure and testing 

for potential adverse impact.  

In this section, we discuss the performance of the scoring algorithms created for the 

reported image-based assessment of personality and the possible limitations that could result 

from the relatively small sample used in this study. Specifically, we discuss the performance 

of the models and methodological considerations. We also suggest some areas for further 

research before this assessment can be deployed in practice and discuss the implications that 

our preliminary findings may have for the use of image-based measures of personality in 

selection. 
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Model performance  

The findings of this study provide preliminary evidence that all five personality traits 

can be accurately measured via image choices in a similar way to traditional measures of 

personality. Models were trained on 70% of the data and then cross-validated with the 

remaining test data to assess generalisability. The model’s accuracy was assessed by 

correlating scores on the image- and questionnaire-based measures. Across all five traits, 

correlations were strong for both the training and test data, indicating good model accuracy 

and generalisability to unseen data (Jacobucci et al., 2016) The convergent validity between 

the image- and questionnaire-based measures, determined by correlations for the test set, 

ranged from .60 for agreeableness to .78 for extraversion. These values exceed those reported 

by previous non-verbal personality measures; correlations between the Nonverbal Personality 

Questionnaire and the NEO-FFI (McCrae & Costa, 1985) ranged from .45 for emotional 

stability to .59 for agreeableness (Paunonen et al., 2001). The convergent validity range for 

this measure is comparable to the convergent validity between different questionnaire-based 

measures of personality, with correlations between scores on the IPIP (Goldberg, 1992) and 

NEO-FFI (McCrae & Costa, 1985), ranging from .50 for agreeableness to .76 for emotional 

stability (Lim & Ployhart, 2006). However, since some discriminant correlations were of a 

relatively similar magnitude to convergent correlations, this limits the conclusions that can be 

made about the validity of the assessment and highlights the need for further investigation. 

Nevertheless, H1 – that machine learning based scoring would result in strong convergent 

and discriminant validity – was generally supported. 

Limitations and future directions  

While this assessment performed well in terms of accuracy and convergent validity, 

the sample size was small relative to other studies that describe predictive personality 

measures (Bachrach et al., 2012; Kosinski et al., 2013; Leutner et al., 2017; A. H. Schwartz et 

al., 2013). Although this could have implications for the model’s performance (Raudys & 
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Jain, 1991; Vabalas et al., 2019), the use of a train/test split is likely to have reduced the 

potential for the sample size to negatively impact the models (Vabalas et al., 2019). 

Additionally, although the size of the sample was relatively small, the range of personality 

scores was large, suggesting that the sample represents a range of personalities. Nevertheless, 

a larger sample size would likely have been beneficial, with the potential for creating more 

robust models. 

Furthermore, while the majority of items were mapped onto the trait that they were 

designed to measure in Study One, some were not, suggesting that it is difficult to perfectly 

align text- and image-based measures. This may be because image-based measures rely on 

personal interpretation of meaning which may vary between people. Despite this, all items 

were included as predictors for each model to examine which items were retained in the 

models and whether they aligned with the mapping. 

Finally, although the subgroup differences in the scores on the image-based 

assessment reflected differences in scores on the questionnaire-based measure, indicating that 

they could be genuine differences in personality, this could not be investigated in the current 

study due to a lack of performance data to examine whether these differences represented 

genuine differences in performance (Society for Industrial and Organizational Psychology, 

2018). Further, White participants were overrepresented in the data, which could explain why 

the algorithms do not perform as well for certain subgroups because the algorithms were not 

well-optimised to evaluate them (Buolamwini & Gebru, 2018).  

Given that this study was the first step in the validation process for the assessment, 

before it can be used in practice, further validation is needed to more robustly explore the 

construct validity of the measurement, bias, generalisability, and how comparable this 

assessment is to other questionnaire-based measures. To do so, we suggest the following: 
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• User experience: To better understand how respondents engage with the measure, 

future studies could examine user experience, including how engaging 

respondents found the measure to be. It could also investigate whether the 

meaning assigned to the items by the team of designers converges with that of the 

respondents by asking a sample of respondents to assign their own adjectives to 

the items. This would allow further refinements to be made to the measure which 

may strengthen its performance. 

• The potential for shorter measures: Since only a small number of predictors 

were retained by each model and there was some crossover in the predictors 

retained by the models, future studies should investigate how shorter versions of 

the assessment could take advantage of this by examining how effective different 

item combinations are at measuring the traits. This would result in even shorter 

testing times for candidates, reducing the time it takes to complete the overall 

battery of selection assessments. 

• Bias and transparency: Group differences in scores do not always indicate bias 

and can instead be reflective of genuine differences in latent levels of traits for 

different subgroups (SIOP, 2018). However, even when group differences in 

scores are not due to differences in ability, they do not always lead to adverse 

impact, especially when the analysis is based on a small sample (EEOC, 1978). 

Therefore, further validation is needed with a larger sample to more robustly 

determine whether the reported group differences could result in adverse impact, 

particularly since the importance of transparency and fairness in the algorithms 

used in hiring is increasingly a point of concern (Kazim et al., 2021; Raghavan et 

al., 2020); 
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• Mitigating subgroup differences: While the potential for adverse impact from 

this assessment echoes concerns about the fairness of conventional selection 

assessments (Hough et al., 2001), there are a number of avenues for investigating 

and mitigating bias in algorithms (Tay et al., 2022). Further research exploring the 

potential for mitigating group differences in the algorithms used by this 

assessment is needed, particularly since there is evidence of potential 

measurement bias in the questionnaire-based measure used to construct and 

validate the algorithms. Follow-up studies are, therefore, required to investigate 

the best way to mitigate this. 

• Generalisability: The samples used in this study may be limited if they did not 

represent a diverse group of respondents. For example, data referring to the 

occupation of respondents were not collected, meaning the generalisability of the 

findings could be limited to a particular industry if respondents are from a similar 

background. To address this, a future study should recruit an additional sample 

from another source such as MTurk to validate the algorithm in a different 

population of respondents who are likely to have different attributes to those in the 

current samples. 

• Cultural appropriateness: As only English-speaking respondents were included 

in this study, a variation in the interpretation of the items was not investigated 

across multiple cultures or languages. Whilst it is suggested that non-verbal 

assessments can be applied to any language without redevelopment (Paunonen et 

al., 1990), it is still important to ascertain whether the images included in this 

assessment are appropriate in other cultures. The findings of this study indicate 

that there are potential differences in the interpretation of the images for different 

subgroups, with convergence being null on some traits for Asian and Black 
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respondents. Therefore, future studies should take a cross-cultural approach to 

investigate the performance of the measure in different cultures and ethnicities. 

• Score inflation: Job application contexts have higher stakes as they can affect 

career-related opportunities (Stobart & Eggen, 2012). Since there is evidence for 

the inflation of personality scores in high-stakes contexts (Arthur et al., 2010), a 

future study could investigate score inflation on this novel assessment in a high-

stakes context. The forced-choice image-based format might decrease candidates’ 

ability to fake their responses compared to questionnaire-based tests. 

• Measure validity: While this study used Cohen’s d values to investigate the 

mapping of the images to traits, the construct validity of the measure was not 

robustly investigated through unsupervised methods such as factor analysis as a 

first step, particularly to inform how items should be used in the models when 

they contribute to several traits (Speer & Delacruz, 2021). The importance of 

construct validity is emphasised by (F. Y. Wu et al. (2022)’s game-based 

assessment that measured cognitive ability instead of conscientiousness, as 

intended. Moreover, the lack of performance data did not allow for the predictive 

validity and therefore utility of the assessment to be examined. Future studies 

should draw on psychology best practices in assessment and scale construction to 

a greater extent to provide additional evidence of the validity of the measure. 

• Measure reliability: Respondents only took the measure once, meaning that 

response stability and consistency (test-retest reliability) could not be examined. 

Thus, it is not known whether respondents are likely to make the same image 

choices and therefore have similar personality scores each time they take the 

assessment. Further, performance data was not collected, meaning that the 

predictive validity of the assessment could not be determined. Consequently, 
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additional validation is needed to determine the test-retest reliability of this 

assessment (Fenn et al., 2020). Further, the internal reliability of the scale could be 

investigated through traditional approaches such as Cronbach’s alpha, or through 

test information function (Samajima, 1994) to examine the contribution of the 

assessment items to Big Five scores. 

Implications  

The reported study contributed towards addressing the lack of validated gamified 

assessments of personality, particularly assessments using an image-based format. Since 

game-based assessments are reportedly more engaging (Lieberoth, 2015), result in greater 

satisfaction (Downes-Le Guin et al., 2012; Leutner et al., 2021), and have shorter testing 

times (Atkins et al., 2014; Leutner et al., 2021) than traditional assessments, this measure 

could offer a more positive experience for applicants than traditional psychometric 

assessments. As applicants who view the selection process of an organisation more positively 

reportedly have more favourable perceptions of the employer and are more likely to accept a 

job offer (Hausknecht et al., 2004), this has implications for businesses as attractive selection 

methods can avoid offer rejections from talented candidates. The findings of this validation 

study provide preliminary evidence that all five personality traits can be measured through 

image choices, with the novel assessment showing promise for use in selection following 

further validation. 

Conclusion  

Overall, this study found that image-based measures of personality that combine 

expertise from psychology and computer science may be a valid and fair alternative form of 

assessment that could be used in place of traditional assessments using Likert scales. Using 

predictive scoring algorithms, the image-based assessment of personality described in this 

study demonstrates convergent validity with a validated, questionnaire-based measure 

comparable with the convergence between other questionnaire-based personality measures, 
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suggesting that the reported assessment measures the Big Five traits in a similar way to 

traditional measures. Furthermore, this study found that the image-based measure is largely 

free from group differences which could potentially lead to adverse impact; however, further 

studies are needed using larger samples to test this more robustly. The measure also needs to 

be further validated to assess test-retest reliability and score inflation, as well as in other 

languages and cultures. Further studies could also compare user experience for the image-

based assessment and a questionnaire-based measure. These preliminary findings have 

positive implications for the use of this assessment in selection; however, there is scope for 

further validation before this measure can be used in practice. 
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Abstract 

Recent years have seen rapid advancements in the way that personality is measured, 

resulting in a number of innovative predictive measures being proposed, including using 

features extracted from videos and social media profiles. In the context of selection, game- 

and image-based assessments, which can overcome issues like social desirability bias, lack of 

engagement and low response rates that are associated with traditional self-report measures, 

are increasingly being used. Forced-choice formats, where respondents are asked to rank 

responses, can also mitigate issues such as acquiescence and social desirability bias. Chapter 

3 reports on the development of a gamified, forced-choice image-based assessment of the Big 

Five personality traits created for use in selection. While the assessment was scored using 

Lasso regression in Study Two, in this study, we compare the machine learning based Lasso 

and Ridge approaches to ordinary least squares regression, as well as the summative approach 

that is typical of forced-choice formats. We find that the Ridge and Lasso models perform 

best in terms of generalisability and convergent validity. Moreover, Lasso performs similarly 

to Ridge but with fewer predictors and thus provides an opportunity to reduce the assessment 

length. We recommend the use of predictive Lasso regression models for scoring forced-

choice image-based measures of personality over the other approaches. Potential further 

studies are suggested.
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Introduction  

This study compares machine learning based, ordinary least squares, and summative 

approaches to scoring the forced-choice image-based assessment of personality that was 

described in Studies One and Two in Chapter 3. While in recent years, new ways of scoring 

forced-choice assessments have been developed that can overcome issues associated with 

traditional forced-choice scoring approaches (Brown & Maydeu-Olivares, 2011, 2013), these 

are typically for multidimensional measures. Since the measure used in this study has a 

combination of unidimensional (single-trait) and multidimensional (mixed-trait) items, these 

methods have limited applicability. As such, Study Two uses machine learning based scoring 

algorithms to overcome these challenges. Here we extend this work, examining how the use 

of different predictor combinations in different models impacts the validity of the measure.  

We begin by examining the significance of personality and how it is measured, both 

using traditional and more contemporary approaches, before narrowing our focus to image-

based and forced-choice measures. We then describe the development of the models and 

evaluate their performance in terms of convergent and discriminant validity with the IPIP-

NEO-120 and generalisability from the training to test data. In line with prior research (Speer 

& Delacruz, 2021), we conclude that machine learning based approaches outperform other 

scoring approaches and that they are a viable alternative option for scoring forced-choice 

assessments.  

Measuring Personality  

An individual’s personality has significant implications for many aspects of their life, 

including their wellbeing, social relationships, health, and career success (B. W. Roberts et 

al., 2007; Soldz & Vaillant, 1999). Indeed, the Big Five personality traits (openness to 

experience, conscientiousness, extraversion, agreeableness and neuroticism or emotional 

stability) are routinely tested in pre-employment screenings due to their ability to predict 

future job performance (Barrick & Mount, 1991; Kuncel et al., 2010; Pletzer et al., 2021; 
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Rothmann & Coetzer, 2003; Schmidt & Hunter, 1998; N. Schmitt, 2014). While self-report 

methods, such as the International Personality Item Pool (IPIP; Goldberg, 1992) scales and 

the NEO-PI R (Costa & McCrae, 2008), have been the default method of assessing 

personality until recently, self-report scales are associated with poor response quality 

(Krosnick, 1991) and can lead to incomplete responses due to respondent attrition (Yan et al., 

2011), particularly if scales are lengthy. Self-reported measures of personality are also 

associated with social desirability bias or faking (van de Mortel, 2008), especially in high-

stakes contexts, where respondents inflate their scores more compared to respondents 

completing the assessment in low-stakes contexts (Arthur et al., 2010). This has implications 

for the use of personality assessments in high-stakes contexts like recruitment, where 

candidates may attempt to inflate their scores to appear more favourably (Le et al., 2011). 

Alternative Ways of Measuring Personality  

To overcome some of the issues associated with self-report measures, some have 

proposed using adjective-based daily diary measures of specific personality traits to avoid 

issues with one-time measurements (Di Sarno et al., 2020) while others have proposed a 

number of alternative data sources that can be used to measure personality through predictive 

models. For example, personality has been inferred from facial expressions in YouTube 

videos (Biel et al., 2012) and video interviews (H.-Y. Suen et al., 2019). However, facial 

recognition analysis is a controversial approach due to concerns about how it might impact 

individuals with disabilities who do not display typical expressions (e.g., Electronic Privacy 

Information Center, 2019). Fortunately, it is not just facial expressions that can be used to 

infer personality; audio (speaking activity and prosody) and non-verbal cues (looking activity, 

pose and body movements) in videos can also be used (Biel & Gatica-Perez, 2013). Indeed, 

features such as speaking activity, prosody, head motion, and overall motion observed in 

video interviews have also been used to infer personality (Nguyen & Gatica-Perez, 2016).  
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Moving away from video analysis, personality has also been predicted from various 

other data sources such as Facebook Likes (Kosinski et al., 2013), eye movement while 

running errands (Hoppe et al., 2018), and mobile phone data, including calls and text 

frequency, GPS data and text response rate (de Montjoye et al., 2013). Others have explored a 

text-based approach, using language to predict personality. While this is nothing new given 

that the Big Five model of personality was derived from language analysis (Digman, 1990), 

contemporary approaches use non-traditional sources of language such as social media posts 

and combine them with natural language processing computational techniques. For example, 

based on the frequency of word use and clusters of topics mentioned in Facebook status 

updates, personality has been predicted using latent Dirichlet allocation, a natural language 

processing technique used to cluster words into related topics (Park et al., 2015). Such 

approaches, therefore, move away from the need for self-report, reducing the influence of 

faking and allowing personality to be measured automatically (Park et al., 2015), although 

impression management on social media is not uncommon (Schlosser, 2020), meaning that 

social media based measures could still be affected by social desirability bias. 

While many of these ways of assessing personality were not designed for use in 

selection, purposely created image-based assessments of personality are emerging and 

increasingly being offered by commercial providers (e.g., HireVue and Traitify). Image-based 

formats offer a number of benefits such as their language neutrality, which means that they 

can more readily be used in other languages compared to questionnaire-based assessments 

(Paunonen et al., 1990; H. Zhang et al., 2017). In addition, if the image-based measures are 

gamified by adding features like sound effects and progress bars (Landers, Armstrong, et al., 

2022), as with the measure described in Study One, this can have additional benefits since 

game-based assessments elicit less test-taking anxiety (Mavridis & Tsiatsos, 2017; Smits & 

Charlier, 2011), can be more engaging for respondents (Lieberoth, 2015). and are generally 
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quicker to complete (Georgiou & Nikolaou, 2020; Leutner et al., 2021). Machine learning 

based scoring can also support a shorter completion time if the same items are used in 

multiple scoring algorithms since fewer items will be needed. Assessments in this format can, 

therefore, overcome some of the issues associated with traditional self-report measures. This 

is particularly beneficial in the domain of recruitment since applicant perceptions of a 

selection process can influence how likely they are to accept a job offer (Hausknecht et al., 

2004), which can have implications both for candidates and hiring managers who could 

potentially miss out on top talent if they have an unengaging recruitment process.  

Forced-Choice Assessments 

Forced-choice assessments vary from traditional self-report assessments in that they 

ask respondents to indicate the responses that are most and least like them, instead of asking 

them where they lie along a scale. Assessments of this type typically have either two or four 

response options, where the most common format is multidimensional i.e., showing blocks of 

response options with statements from multiple constructs (Hontangas et al., 2015). In the 

context of personality, a respondent could be shown statements relating to multiple traits and 

asked to identify the statements they identify with most and least – in either a text or image-

based format. Assessments of this format can prevent central tendency and extreme response 

styles since there is no midpoint or extreme response options (Brown & Maydeu-Olivares, 

2013), as well as acquiescence responses, where respondents select both positive and 

negative statements, since they are not able to endorse all of the statements presented to them 

(Brown & Maydeu-Olivares, 2013). Further, they are more resistant to faking than traditional 

measures (Salgado & Táuriz, 2014) since it is often more difficult to identify response 

options that may be more desirable to employers compared to Likert-based scales, which is 

particularly important in high-stakes contexts like recruitment.  

A simple way of scoring two-item forced-choice measures is by summing the number 

of times an item that represents a high level of a certain trait is selected (Hontangas et al., 
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2015). When the measure is multidimensional, featuring positive statements about two 

different traits, the selected statement is given a score of 1 and the unselected a score of 0. 

Accordingly, the score associated with the trait the selected image represents increases by one 

point. When the blocks have more than two statements and respondents are asked to indicate 

the most and least like them, the item selected for most is given 2 points, the unselected 1 

point, and the least favoured 0 points. Again, scores for each construct can be calculated by 

summing the number of points relating to each trait (Hontangas et al., 2015). However, 

multidimensional forced-choice measures result in ipsative scales, where the score on one 

dimension is relative to another dimension and the total score for each respondent across the 

constructs is the same. As such, concerns have been raised about how well individuals can be 

compared since it is impossible to score above or below the mean score for all constructs 

(Brown & Maydeu-Olivares, 2011). On the other hand, mixed-dimensional forced-choice 

formats, or those combining multidimensional and unidimensional items, are not prone to 

ipsative scoring in the same way as fully multidimensional measures as they behave more 

like a traditional questionnaire-based method.  

To combat the issue of ipsative scores with multidimensional measures, alternative 

ways of scoring forced-choice measures have been proposed based on Item Response Theory 

(IRT), which models how latent constructs such as personality manifest through item 

responses (Harvey & Hammer, 1999), and Thurstone’s framework for comparative data 

(Thurstone, 1994), which views individuals’ choices as probabilistic (Brown & Maydeu-

Olivares, 2011, 2013). These models, which are estimated by structured equation modelling 

using MPlus, are more similar to traditional models that would be seen with Likert scale 

based measures, with structured factor loadings and uniqueness (Brown & Maydeu-Olivares, 

2011), allowing the scores to be better compared between individuals (Brown & Maydeu-

Olivares, 2011, 2013). Indeed, comparisons of traditional and IRT-based scoring of forced-
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choice measures found the IRT scoring to perform better across multiple types of forced-

choice measures in terms of the correlation between the true score and that estimated by the 

traditional and IRT approaches (Hontangas et al., 2015). However, such approaches are 

typically focused on fully multidimensional measures due to their ipsative nature, with fewer 

efforts being focused on scoring approaches for measures that use solely unidimensional 

items or a combination of unidimensional and multidimensional items, such as in the current 

study, where mixed-trait pairs represent multidimensional items and single-trait pairs 

represent unidimensional items. 

Predictive Scoring  

In contrast to questionnaire-based measures, many contemporary measures of 

personality use predictive scoring algorithms that make use of non-traditional and 

unstructured data to predict personality scores on traditional measures (Biel et al., 2012; 

Hilliard, Kazim, et al., 2022a; Kosinski et al., 2013; Leutner et al., 2017; Park et al., 2015). 

Models of this type, which predict a specified outcome, are trained using supervised learning 

(Nasteski, 2017). This is in contrast to unsupervised learning, where algorithms are used to 

identify clusters in the data, with no specified target variable (Rosenbusch et al., 2021). Since 

the personality scores are known, these approaches, therefore, use supervised learning.  

While it is possible to use ordinary least squares regression (OLS) to predict scores, 

predictive measures typically have a large number of predictors relative to the number of 

participants, meaning there is a small n/p ratio (Putka et al., 2018). As a result of OLS being 

designed to minimise the sum of the squared difference between the actual score and 

predicted score, this can lead to overfitting of the model to the data it was trained on, 

particularly with small n/p ratios (McNeish, 2015). Since the assessment will be taken by 

individuals other than those the model was trained on, this can result in the model performing 

poorly when applied to other samples, limiting its usefulness as a scoring algorithm. 

However, machine learning approaches to prediction can help to overcome this. 
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Indeed, Lasso regression (Tibshirani, 1996) introduces bias into the model, therefore 

reducing the impact of variance between datasets on the performance of the model due to the 

bias-variance trade-off (McNeish, 2015). Consequently, compared to OLS regression, Lasso 

produces a model that is more generalisable to datasets other than the one it was trained on, 

being more suitable for a scoring algorithm. Another advantage of Lasso regression is that as 

a result of the regularisation parameter lambda (λ), which places a constraint on the absolute 

sum of coefficients and shrinks all coefficients by an equal amount, the coefficient of some 

predictors is reduced to zero, removing them from the model (McNeish, 2015). Consequently, 

only the predictors that are most powerful are retained in the model, reducing the complexity 

of the model and increasing its interpretability (Tibshirani, 1996). However, this could also be 

at the expense of important predictors with weaker relationships than others being removed 

from the model or patterns in the data being overlooked. 

Similar to Lasso regression is Ridge regression, which uses L2 regularisation instead 

of the L1 regularisation that is used by Lasso regression. Here, a constraint is placed on the 

sum of squared coefficients to penalise the loss function. This results in coefficients being 

shrunk in a way that is proportional to the size of the coefficient without the possibility of 

predictors being removed from the model (McNeish, 2015). As such, highly influential 

predictors are made to have less of an effect, and all items are retained in the model, 

overcoming the potential for important predictors to be removed that is associated with Lasso 

regression. However, despite the regularisation that is characteristic of Lasso and Ridge 

helping to overcome issues with overfitting 

Study Two reported on the use of Lasso regression to create scoring algorithms for a 

forced-choice image-based assessment of personality, which presented respondents with pairs 

of images (items) designed to measure the Big Five personality traits and asked them which 

image in the pair is most like them. After refinement, 150 item pairs (300 images) were 
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retained in the assessment, with these predictors being binarised to represent whether a 

respondent selected the image or not. During the validation study, Cohen’s d values were 

used to identify the trait that image measured best. All 300 predictors, regardless of which 

trait they were designed to measure or mapped to in the validation, were entered into the 

models and used to predict Big Five scores on the IPIP-NEO-120 (J. A. Johnson, 2014). This 

study aims to build on the findings of Study Two, comparing the convergent and discriminant 

validity, generalisability, and adverse impact of multiple approaches to scoring the image-

based assessment: 

a) Lasso regression using all 300 images to predict each trait. 

b) Lasso regression using only the items intended to measure each trait. 

c) Lasso regression using the images mapped to each trait by Cohen’s d. 

d) Ridge regression using all 300 images to predict each trait. 

e) Ridge regression using only the items intended to measure each trait. 

f) Ridge regression using only the items mapped to each trait by Cohen’s d. 

g) OLS regression using all 300 predictors. 

h) OLS regression using only the items intended to measure each trait. 

i) OLS regression using items mapped to each trait by Cohen’s d. 

i) A summative approach using images designed to measure each trait. 

These models are elaborated on below. Convergent validity was measured as the 

correlation between the image-based score and the score on the traditional personality test 

and discriminant validity was measured as the inter-correlations between the five personality 

traits and compared to inter-correlations on the traditional personality test. Generalisability 

was determined by comparing the correlation between the training and test sets as this can be 

used to establish how well the model can be applied to unseen data (Jacobucci et al., 2016). 

Finally, subgroup differences were calculated using adverse impact metrics. The purpose of 



 

 

143 

this study was to examine whether using machine learning based scoring was the most 

appropriate approach for the image-based assessment. Given that typical regression 

approaches can result in overfitting (McNeish, 2015; Putka et al., 2018) and that the 

summative approach solely used expert opinion and was not informed by a data-driven 

approach, we hypothesise that: 

H2: The machine learning scoring approaches will have stronger convergent and 

discriminant validity than the manual or OLS approaches. 

Method 

The image-based measure of personality described in Study One presents respondents 

with pairs of images and asks them to indicate which image in the pair is more like them, 

where the image pairs, or items, were intended to map onto the statements from the IPIP 

scales (Goldberg, 1992). Items are either single trait (unidimensional), featuring high and low 

levels of a single trait, or mixed-trait (multi-dimensional), with the images showing high 

levels of two different traits. The measure, therefore, contains both unidimensional and 

multidimensional items. Study Two examined the validity of the measure based on scoring 

algorithms created using Lasso regression, where all 300 images (150 pairs) were entered as 

predictors into the model for each trait. This data-driven approach was chosen to maximise 

the predictive validity of the measure. In addition, supervised machine learning approaches 

can reflect variance from items that contribute to but are not designed to measure a trait since 

some facets from different traits can be similar (Speer & Delacruz, 2021) (e.g. excitement-

seeking from extraversion and adventurousness from openness to experience). This study 

extends the previous findings, comparing the performance of multiple scoring approaches, 

including the initial scoring algorithms, in terms of convergent and divergent validity with the 

IPIP-NEO-120 (J. A. Johnson, 2014) and generalisability beyond the training data.  
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Participants  

The same sample as for Study Two was used for this study, namely 431 compensated 

respondents recruited using Prolific Academic (222 female; 356 under 40 years old; 209 

White, 73 Black, 66 Asian, 56 Hispanic, 14 Mixed Race). Respondents took the 150-item 

image-based assessment along with the IPIP-NEO-120 (J. A. Johnson, 2014). The 150 items 

described in this study were previously selected from a larger item pool based on a sample of 

300 compensated respondents (Mage = 31.14, SD = 9.26, 69% female) who took the IPIP-

NEO-120 along with 100 of the image-based items, as described in Study One. Based on this 

sample, the 150 best-performing items were selected based on Cohen’s d values, which 

represented the difference in the Big Five scores of respondents selecting image one versus 

image two, where items with higher Cohen’s d values performed better and were therefore 

selected to be retained. These values also enabled the mapping of items to the trait the data 

indicated they measured, instead of what they were intended to measure, by assigning the 

item to the trait corresponding to the highest Cohen’s d value (Hilliard, Kazim, et al., 2022a) 

Scoring models 

In Chapter 3, a separate scoring algorithm was created for each Big Five trait, where 

neuroticism was reversed to emotional stability. Specifically, binarised responses to all 300 

images were used as the predictor variables and IPIP-NEO-120 scores for the relevant trait as 

the outcome variable in Lasso models. This approach was selected as the regularisation 

parameter results in some predictors being removed from the model, therefore producing a 

model with fewer predictors that is more interpretable (McNeish, 2015; Tibshirani, 1996), 

allowing it to be examined whether the items intended to measure each trait were indeed the 

most predictive of that trait. In the current study, we compare this approach with other forms 

of regression and predictor combinations: 

a) Lasso all – Lasso regression with all 300 binarised predictors entered in the model for 

each trait, with a separate model being created to predict each Big Five trait. Due to 
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regularisation, the final models each had less than 300 predictors retained. These 

models served as the baseline for comparison of the alternative scoring approaches 

examined in this study. 

b) Lasso intended - Lasso regression using only the items designed to measure each 

trait during the development of the measure as predictors for each model.  

c) Lasso mapped – Lasso regression using the items mapped to each trait using Cohen’s 

d as predictors for each model. 

d) Ridge all – Ridge regression using all 300 predictors for each model. No predictors 

were removed from the model by regularisation, resulting in a higher n/p ratio than a).  

e) Ridge intended – Ridge regression using only the items designed to measure each 

trait during the development of the measure as predictors for each model. No 

predictors were removed from the model, resulting in a higher n/p ratio than b).  

f) Ridge mapped – Ridge regression using the items mapped to each trait using Cohen’s 

d as predictors for each model. No predictors were removed from the model, resulting 

in a higher n/p ratio than c).  

g) OLS all – OLS regression using all 300 predictors for each model. No predictors 

were removed from the model by regularisation, resulting in a higher n/p ratio than a). 

h) OLS intended – OLS regression using only the items designed to measure each trait 

during the development of the measure as predictors for each model. No predictors 

were removed from the model, resulting in a higher n/p ratio than b) but the same 

ratio as e).  

i) OLS mapped - OLS regression using only the items mapped to each trait using 

Cohen’s d as predictors for each model. No predictors were removed from the model, 

resulting in a higher n/p ratio than c) but the same ratio as f). 



 

 

146 

j) Summative – summed the number of times an image intended to measure a trait, as 

informed by expert opinion, was selected from the mixed-trait pairs and the number of 

times an image representing high levels of that trait was selected from the single-trait 

pairs. This was repeated for all five traits. The summative approach was not 

investigated for the mapped trait as the Cohen’s d values did not indicate which image 

measured high levels of the trait – just that there was a large difference in scores of 

individuals selecting image one versus image two. 

Analysis 

Model accuracy was determined by correlating the actual and predicted scores (Cui & 

Gong, 2018) for the training set, while convergent validity with the IPIP-NEO-120 was 

determined using the correlation for the test set (30% of the data). Although the summative 

approach is not trained in the same way that a predictive approach is, scores were still 

grouped into training and test sets to allow for better comparison with the regression models. 

Further, the generalisability of the model was observed by examining the disparity between 

the correlation for the training and test sets since this can give insight into how generalisable 

the models are beyond the training data (Jacobucci et al., 2016). Finally, subgroup differences 

were examined for age, race/ethnicity, and gender using the four-fifths rule, 2 standard 

deviations rule, and Cohen’s d.  

Results 

The descriptive statistics for each model can be seen in Table 11, where all predictive 

models result in a similar distribution of scores regardless of the predictors included in or 

retained in the model and have a similar mean value compared to the IPIP-NEO-120 scores. 

Since the number of items designed (openness: 49, conscientiousness: 75, extraversion: 67, 

agreeableness: 62, emotional stability: 47) and mapped to each trait (openness: 57, 

conscientiousness: 61, extraversion: 63, agreeableness: 60, and emotional stability: 59) 

varies, the maximum score for each trait differs accordingly for the summative scoring 
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approach, resulting in lower mean scores and smaller ranges for the summative models 

compared to the predictive models. Further, given that ipsative measures result in all test-

takers having the same total score and that the total score across all five traits for the 

summative approach ranged from 98 to 140 (M = 121.59, SD = 8.50) and was not the same 

across test-takers, this demonstrates that the measure is not vulnerable to ipsative scoring as 

with fully multidimensional scales. 

Table 11 

Descriptive statistics for the questionnaire-based assessment and image-based for each 

scoring approach (N = 431).  
Mean SD Min Max Range Skewness Kurtosis 

Questionnaire-based 

Openness 82.84 12.02 34 114 80 -.33 .59 

Conscientiousness 86.31 15.14 16 120 104 -.54 1.05 

Extraversion 75.98 15.12 11 114 103 -.30 .33 

Agreeableness 90.32 13.64 13 119 106 -1.11 3.41 

Emotional stability 76.10 18.69 10 120 110 -.27 -.15 

a) Lasso all 

Openness 82.96 7.42 59.2 102.3 43.2 .06 -.12 

Conscientiousness 86.45 10.74 52.2 110.8 58.7 -.42 -.21 

Extraversion 75.81 11.54 44.2 102.0 57.8 -.14 -.54 

Agreeableness 90.20 8.54 59.8 110.5 50.7 -.55 .34 

Emotional stability 75.38 12.42 41.0 100.8 59.8 -.37 -.43 

b) Lasso intended 

Openness 82.89 4.92 68.9 94.7 25.8 -.31 -.29 

Conscientiousness 86.57 8.89 63.2 105.1 41.8 -.40 -.54 

Extraversion 75.95 9.77 54.0 97.5 43.6 -.05 -.85 

Agreeableness 90.41 6.75 68.2 104.9 36.7 -.58 .02 

Emotional stability 75.33 10.57 50.8 94.7 43.9 -.42 -.87 

c) Lasso mapped 

Openness 82.95 4.85 68.1 94.2 26.1 -.23 -.33 

Conscientiousness 86.53 9.27 62.9 104.8 41.9 -.44 -.61 

Extraversion 75.87 9.78 55.3 97.0 41.7 .00 -.89 

Agreeableness 90.28 6.49 67.7 103.0 35.3 -.49 -.06 

Emotional stability 75.33 10.52 50.0 97.5 47.5 -.37 -.90 

d) Ridge all 

Openness 82.96 7.42 59.2 102.3 43.2 .06 -.12 

Conscientiousness 86.45 10.74 52.2 110.8 58.7 -.42 -.21 
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Extraversion 75.81 11.54 44.2 102.0 57.8 -.14 -.54 

Agreeableness 90.20 8.54 59.8 110.5 50.7 -.55 .34 

Emotional stability 75.38 12.42 41.0 100.8 59.8 -.37 -.43 

e) Ridge intended 

Openness 82.89 4.92 68.9 94.7 25.8 -.31 -.29 

Conscientiousness 86.57 8.89 63.2 105.1 41.8 -.40 -.54 

Extraversion 75.95 9.77 54.0 97.5 43.6 -.05 -.85 

Agreeableness 90.41 6.75 68.2 104.9 36.7 -.58 .02 

Emotional stability 75.33 10.57 50.8 94.7 43.9 -.42 -.87 

f) Ridge mapped 

Openness 82.95 4.85 68.1 94.2 26.1 -.23 -.33 

Conscientiousness 86.53 9.27 62.9 104.8 41.9 -.44 -.61 

Extraversion 75.87 9.78 55.3 97.0 41.7 0.00 -.89 

Agreeableness 90.28 6.49 67.7 103.0 35.3 -.49 -.06 

Emotional stability 75.33 10.52 50.0 97.5 47.5 -.37 -.90 

g) OLS all 

Openness 82.93 11.09 46.8 116.9 70.2 .01 .11 

Conscientiousness 86.71 14.70 33.0 135.7 102.7 -.17 .25 

Extraversion 75.84 14.02 34.0 109.7 75.7 -.27 -.21 

Agreeableness 90.25 11.95 38.7 118.6 79.9 -.66 .84 

Emotional stability 75.70 16.73 25.7 113.9 88.2 -.42 -.17 

h) OLS intended 

Openness 82.92 8.10 60.4 102.9 42.5 -.23 -.28 

Conscientiousness 86.59 11.77 52.3 113.7 61.4 -.31 -.26 

Extraversion 75.98 12.18 45.3 106.5 61.2 -.16 -.46 

Agreeableness 90.49 9.89 52.5 113.4 60.9 -.69 .55 

Emotional stability 75.29 13.11 38.0 103.3 65.3 -.35 -.68 

i) OLS mapped 

Openness 82.95 7.85 60.3 102.5 42.2 -.24 -.35 

Conscientiousness 86.59 11.83 54.3 113.9 59.6 -.37 -.49 

Extraversion 75.78 11.65 49.8 104.9 55.1 .04 -.76 

Agreeableness 90.29 9.76 56.7 112.9 56.3 -.53 .03 

Emotional stability 75.36 13.29 38.0 107.3 69.3 -.24 -.63 

j) Summative 

Openness 20.17 6.63 3 37 34 -.10 -.32 

Conscientiousness 32.35 7.00 9 50 41 -.30 -.05 

Extraversion 22.37 9.23 3 46 43 .05 -.71 

Agreeableness 29.58 6.17 9 43 34 -.33 .00 

Emotional stability 17.12 4.09 5 30 25 -.13 -.05 
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Scoring algorithm comparison 

The performance of each model, for both the training and test set, can be seen in Table 

12. Since the summative model does not use a regression line, the error statistics and R2 

statistics cannot be calculated for this scoring approach. In general, the machine learning 

based models had the highest convergent validity with scores on the IPIP-NEO-120 

compared to the OLS and summative approaches, supporting H2. Convergent validity with 

the IPIP-NEO-120, as measured by test set correlations, for model a (Lasso all) ranged from 

.60 for agreeableness to .78 for extraversion, model b (Lasso intended) ranged from .58 for 

agreeableness to .77 for extraversion, and model c (Lasso mapped) ranged from .59 for 

agreeableness to .76 for extraversion. Similarly, models d, e, and f (Ridge all, intended, and 

mapped) ranged from .60 to .78, .58 to .77, and .59 to .76, respectively, for agreeableness and 

extraversion. In contrast, the convergence for models g, h, and i (OLS all, intended, and 

mapped) ranged from .45 to .58, .52 to .72, and .58 to .68 for agreeableness and extraversion, 

respectively. Finally, convergence for model j (summative) ranged from .41 for emotional 

stability to .73 for extraversion.  
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Table 12 

Performance of each model and predictor combination (N = 431). 

Trait 
Training Test 

r R2 MAE MSE RMSE Corr R2 MAE MSE RMSE 

a) Lasso all 

Openness .77** .56 6.24 65.63 8.10 .71** .50 6.55 64.46 8.03 

Conscientiousness .82** .66 6.88 82.62 9.09 .70** .47 7.50 97.26 9.86 

Extraversion .86** .74 5.78 61.23 7.82 .78** .61 6.82 82.28 9.07 

Agreeableness .77** .56 6.79 84.97 9.22 .60** .34 8.06 103.03 10.15 

Emotional stability .80** .63 8.92 131.35 11.46 .70** .47 10.70 175.29 13.24 

b) Lasso intended 

Openness .60** .31 8.02 102.74 10.14 .68** .42 6.62 73.93 8.60 

Conscientiousness .71** .49 8.56 124.05 11.14 .70** .48 7.41 95.81 9.79 

Extraversion .77** .58 7.35 98.44 9.92 .77** .58 7.31 89.52 9.46 

Agreeableness .64** .38 7.95 121.25 11.01 .58** .34 8.10 103.10 10.15 

Emotional stability .66** .43 11.03 201.86 14.21 .69** .44 11.09 185.42 13.62 

c) Lasso mapped 

Openness .59** .31 7.93 103.40 10.17 .68** .40 6.80 76.80 8.76 

Conscientiousness .71** .49 8.24 123.18 11.10 .68** .46 7.54 98.53 9.93 

Extraversion .75** .55 7.45 105.13 10.25 .76** .56 7.56 93.78 9.68 

Agreeableness .64** .37 8.13 123.12 11.10 .59** .35 8.11 101.27 10.06 

Emotional stability .67** .44 10.98 198.78 14.10 .67** .41 11.52 194.88 13.96 

d) Ridge all  

Openness .77** .56 6.24 65.63 8.10 .71** .50 6.55 64.46 8.03 

Conscientiousness .82** .66 6.88 82.62 9.09 .70** .47 7.50 97.26 9.86 

Extraversion .86** .74 5.78 61.23 7.82 .78** .61 6.82 82.28 9.07 

Agreeableness .77** .56 6.79 84.97 9.22 .60** .34 8.06 103.03 10.15 

Emotional stability .80** .63 8.92 131.35 11.46 .70** .47 10.70 175.29 13.24 

e) Ridge intended 

Openness .60** .31 8.02 102.74 10.14 .68** .42 6.62 73.93 8.60 

Conscientiousness .71** .49 8.56 124.05 11.14 .70** .48 7.41 95.81 9.79 

Extraversion .77** .58 7.35 98.44 9.92 .77** .58 7.31 89.52 9.46 

Agreeableness .64** .38 7.95 121.25 11.01 .58** .34 8.10 103.10 10.15 

Emotional stability .66** .43 11.03 201.86 14.21 .69** .44 11.09 185.42 13.62 

f) Ridge mapped 

Openness .59** .31 7.93 103.40 10.17 .68** .40 6.80 76.80 8.76 

Conscientiousness .71** .49 8.24 123.18 11.10 .68** .46 7.54 98.53 9.93 

Extraversion .75** .55 7.45 105.13 10.25 .76** .56 7.56 93.78 9.68 

Agreeableness .64** .37 8.13 123.12 11.10 .59** .35 8.11 101.27 10.06 

Emotional stability .67** .44 10.98 198.78 14.10 .67** .41 11.52 194.88 13.96 
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g) OLS All 

Openness .83** .69 5.27 45.91 6.78 .55** -.10 9.39 141.01 11.87 

Conscientiousness .88** .78 5.65 53.45 7.31 .46** -.46 12.41 267.97 16.37 

Extraversion .90** .82 5.08 42.65 6.53 .58** .16 9.84 177.97 13.34 

Agreeableness .82** .67 6.15 64.04 8.00 .45** -.18 10.34 183.95 13.56 

Emotional stability .85** .73 7.68 96.08 9.80 .52** .01 13.82 327.20 18.09 

h) OLS intended 

Openness .63** .40 7.66 89.81 9.48 .59** .30 7.64 89.95 9.48 

Conscientiousness .75** .56 7.95 106.98 10.34 .66** .37 8.20 115.11 10.73 

Extraversion .80** .64 7.13 84.17 9.17 .72** .50 7.77 104.99 10.25 

Agreeableness .67** .45 7.71 107.98 10.39 .52** .12 8.73 137.59 11.73 

Emotional stability .69** .47 10.63 187.59 13.70 .66** .40 11.24 196.51 14.02 

i) OLS Mapped 

Openness .62** .39 7.46 91.48 9.56 .56** .27 7.74 92.82 9.63 

Conscientiousness .74** .55 7.65 110.31 10.50 .64** .32 8.81 124.57 11.16 

Extraversion .77** .59 7.23 95.86 9.79 .68** .46 8.08 114.53 10.70 

Agreeableness .67** .45 7.64 108.12 10.40 .58** .25 8.42 117.53 10.84 

Emotional stability .70** .49 10.49 181.88 13.49 .63** .35 11.58 213.49 14.61 

j) Summative 

Openness .34** - - - - .53** - - - - 

Conscientiousness .46** - - - - .52** - - - - 

Extraversion .66** - - - - .73** - - - - 

Agreeableness .52** - - - - .54** - - - - 

Emotional Stability .43** - - - - .41** - - - - 

Note. r = Pearson correlation coefficient for actual and predicted scores; R2 = proportion of 

variance explained; MAE = mean absolute error; MSE = mean squared error; RMSE = root 

mean squared error.  

Further, the model performance for the training and test sets was more similar for the 

machine learning approaches compared to the OLS approach, indicating greater 

generalisability of the machine learning models to unseen data – likely due to the OLS 

models overfitting as a result of the small n/p ratios. Interestingly, although the summative 

approach (model j) did not use regression so cannot have generalisability in the same way as 

other approaches, there is still some disparity between the training and test set correlations.  

Discriminant validity measures the extent to which an assessment of one construct 

measures a different construct, where an assessment of one construct should not be strongly 
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related to another construct if they are theoretically distinct (D. J. Hughes, 2017) and can be 

measured using the multitrait-multimethod approach (Campbell & Fiske, 1959), in this case 

by correlating scores generated by each model with IPIP-NEO-120 scores. 

Across all predictor combinations and scoring approaches, heterotrait-heteromethod 

correlations are lower than convergent correlations, indicating good convergent validity of 

the scoring algorithms and assessment. Interestingly, heterotrait-heteromethod correlations 

are often higher for the mapped models (models c, f, and i) than the all or intended models, 

although they do not exceed the convergent correlations.  

Predictor comparison  

As can be seen in Figure 4Error! Reference source not found., across all traits, the 

machine learning models that included all 300 images as predictors for each trait generally 

had the strongest convergent validity, followed by the models using images intended to 

measure each trait and images mapped to each trait. However, for the OLS models, the 

convergent validity for those using all 300 images was lower than the mapped and intended 

images, which had fewer predictors, likely due to overfitting caused by a lower n/p ratio for 

the 300 predictor models.  

Figure 4 

Test-set convergent validity for different all, intended, and mapped images for each trait. 
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Interestingly, the Lasso and Ridge models had similar performance across all 

predictor combinations and traits despite the fact that the regularisation parameter λ resulted 

in some predictors being removed from the Lasso models, where Table 13 shows the number 

of predictors retained by each model. Since the Lasso models used the fewest predictors but 

had the highest convergent validity compared to the OLS and summative approaches and 

were more generalisable, this demonstrates the benefits of using machine learning based 

approaches in predictive measures when measuring personality through alternative formats. 

Moreover, the similar performance of Ridge and Lasso highlights that by using a machine 

learning, data-driven approach, similar or better performance can be obtained using fewer 

predictors.  

Indeed, for the Lasso all approach (a), some of the predictors were retained by 

multiple models. As such, personality can be rapidly measured through a small number of 

items that are relevant to multiple traits, meaning that there is potential to reduce the 

assessment length. Further, models contained a mixture of both multidimensional and 

unidimensional images (see Appendix C), retaining the structure of the assessment even when 

some images were removed from the models and therefore avoiding ipsative scores. 
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Table 13 

Predictors retained by each predictive model and completion time estimates for an 

assessment with the respective number of (unique) items. 

Model O C E A ES 
Total 

(unique) 

Estimated 

completion 

Time (Mins) 

a) Lasso all 13 26 32 23 30 102 2.5 

b) Lasso intended 5 10 21 17 13 66 1.25 

c) Lasso mapped 6 15 20 17 12 70 1.5 

d) Ridge all 300 300 300 300 300 300 5 

e) Ridge intended 49 75 67 62 47 300 5 

f) Ridge mapped 57 61 63 60 59 300 5 

g) OLS all 300 300 300 300 300 300 5 

h) OLS intended 49 75 67 62 47 300 5 

i) OLS mapped 57 61 63 60 59 300 5 

j) Summative 49 75 67 62 47 300 5 

Note. O, C, E, A, and ES refer to openness, conscientiousness, extraversion, agreeableness, 

and emotional stability, respectively. 

Subgroup differences 

To investigate whether scoring algorithm type and predictor combination affected 

subgroup differences, adverse impact analysis was carried out, to examine if there were 

differences in selection rates for different subgroups based on age, gender and race/ethnicity 

(De Corte et al., 2007). To examine the potential for adverse impact, differences in scores 
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based on age (binarised into below/above 40 in line with the Age Discrimination in 

Employment Act), gender, and race/ethnicity were examined using three widely used metrics: 

• Four-fifths rule – compares the pass rates of subgroups to the group with the 

highest rate to calculate an impact ratio, where ratios below .80 can indicate 

adverse impact (EEOC, 1978) 

• Two standard deviations rule (also known as the z-test) – compares the 

expected and observed pass rates of each group based on the proportion of 

data that each subgroup represents, where values >2 indicate that there is a 

statistically significant discrepancy in expected and observed pass rates (D. 

Morgan, 2010; S. B. Morris & Lobsenz, 2000). Overpowered when sample 

size exceeds 100. 

• Cohen’s d – a measure of effect size of the difference between means, where 

values above .20, .50, and .80 indicate small, medium, and large effect sizes, 

respectively (Cohen, 1992). The current study used a threshold of +/-.30 as 

indicative of group differences. 

 Since the scores generated by the algorithms were continuous, scores for each trait 

were binarised into pass/fail using the median score for each trait, meaning 50% of 

respondents passed for each trait, in line with the enforcement rules for New York City Local 

Law 144 (DCWP, 2023; The New York City Council, 2021) . 

Due to the fact that the three metrics can result in discrepant findings (Hilliard, 

Kazim, et al., 2022a; S. B. Morris & Lobsenz, 2000) , exceptions were flagged if two or more 

metrics were violated (Accepted Adverse Impact Ratio: >.8., accepted Cohen's D: < |.20|. 

accepted 2 SD: <|2|). The full adverse impact analysis can be seen in Appendix E. As can be 

seen in Figure 5, the summative approach resulted in the most violations while the OLS 

mapped resulted in the least, although this could represent the minimisation of genuine 
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subgroup differences. In contrast, the Lasso and Ridge mapped and intended models resulted 

in a similar number of violations to the questionnaire-based measure. 

 

 

 

 

Figure 5 

Number of times two or more adverse impact metrics were violated across all traits per 

model.  

 

 
 

Discussion 

This study aimed to compare the performance of different approaches to scoring a 

forced-choice, image-based assessment of personality. Specifically, it compared machine 

learning based (Lasso and Ridge regression), OLS regression based and summative 
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approaches using different predictor combinations to explore i) how the type of model 

impacted the performance of the assessment, ii) how different predictor combinations within 

these model types impacted model performance, and iii) the effect of model type and 

predictor combination on subgroup differences. Performance was defined as the convergent 

validity between the predicted scores and scores on the questionnaire-based IPIP-NEO-120, 

as well as the disparity between correlations between the actual and predicted scores for the 

data the model was trained on and data held out as an unseen sample. In this section, we 

compare the performance of each model and predictor combination and then provide some 

potential areas for further research, such as an examination of the predictive validity of the 

different models for predicting job performance.  

Model Evaluation 

In this study, we compared the performance of:  

a) Lasso regression using all 300 images in the assessment as predictors for each trait.  

b) Lasso regression using only the images intended to measure each trait.  

c) Lasso regression using the images mapped to each trait during the assessment 

validation.  

d) Ridge regression using all 300 images to predict each trait.  

e) Ridge regression using only the items intended to measure each trait 

f) Ridge regression using only the items mapped to each trait 

g) OLS regression using all 300 predictors for each trait 

h) OLS regression using only the items intended to measure each trait 

 i) OLS regression using items mapped to each trait 

 i) A summative approach using images designed to measure each trait.  

A separate model was created for each of the Big Five personality traits. Comparing 

the different models, the machine learning based approaches had the greatest convergent 
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validity with questionnaire-based scores compared to the OLS regression based approach 

across predictor combinations, as well as the summative approach, supporting H2. Moreover, 

while the summative approach appears to have a large range of convergence values, where 

the upper end is more in line with the convergence for the other models, this is due to a 

particularly high correlation for extraversion (r = .73). In contrast, the correlation for 

emotional stability is particularly low at r = .41 and for the remaining traits, convergent 

validity is around .51.  

The machine learning models also demonstrated greater generalisability, determined 

by comparing correlations for the training and test set since the test set acts as an unseen 

sample (Jacobucci et al., 2016). Indeed, for the machine learning models, there were smaller 

disparities in the performance of the training data and test data for the machine learning 

models compared to the OLS models, likely due to the OLS models overfitting the data as a 

result of the small n/p ratio (McNeish, 2015).  

In terms of discriminant validity, none of the models had higher correlations with 

other traits than the traits they were intended to measure, indicating that using the same 

predictor across multiple models does not cause the resulting scores to be too similar. 

Furthermore, the machine learning models that included all 300 images as predictors for each 

trait generally had the strongest convergent validity compared to other scoring approaches 

and predictor combinations. This was followed by the machine learning models using images 

intended to measure each trait and images mapped to each trait.  

While the convergent validity of the Ridge and Lasso models were similar, due to Lasso 

removing predictors from the model, the Lasso models resulted in the same performance but 

with fewer predictors compared to Ridge. For the OLS models, the convergent validity for 

those using all 300 images was lower than the mapped and intended images, which had fewer 

predictors, likely due to overfitting caused by a lower n/p ratio for the 300 predictor models.  
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Finally, subgroup differences were investigated using the four-fifths rule, Cohen’s d, 

and two standard deviations rule, where a violation of two or more metrics was flagged as a 

subgroup difference. The scores generated by the Lasso and Ridge mapped and intended 

models resulted in a similar number of exceptions to scores on the IPIP-NEO-120, indicating 

that these differences may be genuine and not an artefact of the assessment format or scoring 

algorithm. The summative approach resulted in the most violations, where differences may 

not reflect genuine differences in personality. The OLS mapped model had the fewest 

violations. While this could be a positive finding in terms of fairness, it could also be the case 

that the models are diminishing genuine subgroup differences.  

Due to the generally better performance of the machine learning based scoring 

models, we recommend that a machine learning based approach to scoring forced-choice 

measures of personality, particularly those of an image-based format, is a viable option. This 

finding is in line with previous findings that the convergent validity of forced-choice 

personality measures is stronger when they are scored using supervised machine learning 

approaches, as opposed to typical forced-choice scoring approaches (Speer & Delacruz, 

2021). As well as the better performance of the machine learning models in this study, Lasso 

has the additional benefit of removing predictors from the models, leaving only those with 

the greatest predictive power and resulting in a more interpretable model (Tibshirani, 1996), 

as well as allowing shorter measures to be derived. This therefore has implications for 

personality measurement, where more complex assessments based on non-traditional formats 

or data sources that traditional scoring approaches are not sophisticated enough for can be 

created and scored using machine learning techniques increasing opportunities for 

innovation.  

Limitations and future directions 

While this study demonstrates the potential of machine learning based scoring to be 

used to score psychometric assessments, particularly those with a forced-choice, image-based 
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format, there are limitations that must be considered. For example, this data did not include 

any measures of job performance, meaning that the predictive validity of the different scoring 

approaches could not be compared. Consequently, it is not known which approach is most 

optimised for predicting future job performance, which is the aim of selection assessments 

(Barrick & Mount, 1991; Ryan & Ployhart, 2014; Schmidt et al., 2016b; Schmidt & Hunter, 

1998). To address this, future research could build on the foundations laid by this study and 

compare how different scoring approaches affect the predictive validity of algorithmic 

recruitment tools. 

Moreover, this study only compared two machine learning based approaches – Lasso 

and Ridge regression. However, other machine learning approaches have been suggested to 

be appropriate for scoring a forced-choice personality measure, including elastic net 

regression, deep neural networks, and random forest (Speer & Delacruz, 2021). Accordingly, 

future studies could compare different machine learning approaches to examine if the 

performance of the models can be improved further. Alternatively, future research could 

move away from machine learning based approaches and instead seek to develop an IRT-

based scoring approach for unidimensional or mixed-dimensional measures since current 

efforts have focused on IRT approaches for fully multidimensional measures (Brown & 

Maydeu-Olivares, 2011, 2013).  

Future research could also address one of the major limitations of the current study, 

where the measure was only investigated in relation to English-speaking respondents. 

Although it is claimed that image-based measures do not need to be redeveloped in the target 

language (Paunonen et al., 1990), the interpretation of image meaning may vary between 

cultures, meaning that the models may perform differently in other cultures. This could have 

a particular implication for the Lasso models since the images retained in the models for one 

language or culture may be less predictive of personality in another. Consequently, future 
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research could use a cross-cultural approach to examine the performance of the measure and 

each model in different cultures. Moreover, since the Lasso models reduce the number of 

predictors retained (Tibshirani, 1996), further research could examine how these items can be 

combined to create a measure that rapidly, and accurately, measures personality in around one 

minute.  

Finally, a more purposefully-created manual approach to scoring would likely provide 

more robust insights into whether machine learning approaches offer advantages over manual 

scoring approaches. Specifically, the manual approach in this study was not underpinned by 

any data-driven insights and was purely based on expert opinion. As such, investigating the 

construct validity and factor structure of the measure to develop a data-driven manual scoring 

approach would help to provide a more equivalent basis for comparisons of the performance 

of machine learning versus manual scoring approaches.  

 

Conclusion  

This study supports the use of machine learning based scoring models for forced-

choice personality assessments, particularly those designed for high-stakes contexts like 

selection. We found that the machine learning based Lasso models performed the best in 

terms of generalisability, convergent validity, and subgroup differences. Although the Ridge 

models performed comparatively in terms of convergent validity and generalisability, they 

did so with more predictors, being less conducive to a shorter assessment. The OLS models 

had acceptable performance but resulted in less interpretable models that retained all 

predictors and were less generalisable to unseen data, likely due to overfitting (McNeish, 

2015), particularly with the model using all 300 predictors due to the small n/p ratio. The 

summative approach performed the least well, although it does not have issues with 

generalisability as predictive approaches can.  
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Based on these findings, we recommend that the best approach to scoring forced-

choice personality measures, particularly if they have an image-based format, is through 

machine learning based predictive scoring algorithms. Specifically, we recommend Lasso 

regression for forced-choice assessments over OLS or summative approaches since machine 

learning algorithms can maximise the accuracy of the model and generalisability of models to 

unseen data. Moreover, through machine learning, shorter measures can be developed, 

allowing personality to be measured rapidly through forced-choice statements, something that 

is particularly true for Lasso regression. While we did not examine whether machine learning 

can maximise the predictive validity of a measure, our findings show promise for machine 

learning as a viable scoring method for forced-choice assessments of personality and 

highlight the possibility for innovative measures of personality to be developed and scored by 

machine learning. 
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“Gamification makes it feel a little bit less like a test”: The potential of algorithmic 

recruitment tools to improve experiences of neurodivergent job applicants 
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SE14 6NW, UK 
2 Holistic AI, 18 Soho Square, London W1D 3QH, UK 

Abstract 

Despite representing around 20% of the population, the experiences of neurodiverse 

job applicants are poorly understood. Instead, the majority of literature on neurodiversity in 

the workplace focuses on accommodations for neurodivergent adults who have achieved 

employment. However, the effectiveness of technology-based training interventions for 

neurodivergent job seekers indicates that there is potential for technology to make pre-

employment tests more accessible through novel, algorithmic formats such as game- and 

image-based assessments. As such, semi-structured interviews were conducted with adults 

with a diagnosis of ADHD, dyslexia, or autism on their experiences with pre-employment 

tests. Interviews distinguished between algorithmic and traditional tools, focusing on the 

barriers presented by each format and potential adjustments that can be made to overcome 

these barriers. Barriers typically revolved around sources of stress such as time pressures, 

fear of judgement, and issues with the compatibility of the graphics and display and result in 

performance being impacted and feelings of frustration. Identified adjustments focused on 

reducing sources of stress, such as relaxing time constraints, taking wider skills into account, 

gamification to make the experience less test-like, and providing feedback, potentially using 

artificial intelligence. Moreover, neurodivergent applicants experience unique vulnerabilities 

relating to the disclosure or exposure of their condition and associated bias and stigma that 

may impact their chances of being hired. Overall, findings indicate that there is potential for 

algorithmic formats to overcome barriers by including built-in accommodations, considering 

universal design, and making the experience more gameful. 
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Introduction  

This study explores the experiences of neurodivergent adults with pre-employment 

tests, distinguishing between traditional and algorithmic formats. Here, traditional pre-

employment tests include face-to-face or online interviews and questionnaire-based 

psychometric scales while algorithmic pre-employment tests include more novel formats such 

as video interviews and game- and image-based assessments scored by algorithms. 

Specifically, we report the findings of semi-structured interviews with 12 adults with a 

diagnosis of at least one of autism, attention deficit hyperactivity disorder (ADHD), or 

dyslexia. Although an underexplored area compared to supporting neurodiversity in 

education, technology-based interventions for workplace support and job seeker training have 

been indicated to be promising (Bozgeyikli et al., 2017; Burke et al., 2018; Rosales & 

Whitlow, 2019; Smith et al., 2021).  

Moreover, preliminary findings indicate that neurodivergent job applicants, namely 

those who are autistic, are unlikely to be disadvantaged by algorithmic recruitment tools 

(Willis et al., 2021). However, the potential for algorithmic recruitment tools to improve the 

test-taking experience has not yet been explored. As such, the purpose of this study is to 

provide initial insights into the barriers associated with pre-employment tests for 

neurodivergent job applicants, how they may vary between traditional and algorithmic 

formats, and opportunities to reduce these barriers through adjustments and design 

considerations.  

The chapter begins with an overview of neurodiversity in the workplace and the 

support programs and interventions available. It then narrows to the potential benefits of 

algorithmic recruitment tools, informed by findings from other technology-based 

interventions for neurodivergent job seekers and employees before outlining the approach to 

the interviews used in the current study. Findings suggest that many aspects of pre-
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employment tests, such as time constraints, ambiguity, and display/graphics can be a source 

of stress, which consequently can affect performance and result in associated frustration. 

However, providing feedback, gamification, and widening the focus on tests are suggested to 

improve the recruitment experience. Given the customisability of algorithmic formats, this 

means that built-in accommodations can be relatively easily added. Accordingly, this 

indicates the potential for algorithmic formats to reduce barriers to entry and stress, which 

should be investigated by future research.  

Neurodiversity in the workplace  

Neurodivergence is an umbrella term that describes differences in thinking and 

cognition (Doyle, 2020) where the presentation and symptomology of the conditions 

encompassed by the term can be thought of as a continuum of differences (British 

Psychological Society, 2021). It is estimated that around 20% of the global population is 

neurodivergent (Doyle, 2020), with around 15-20% having dyslexia (International Dyslexia 

Association, 2016), just under 1% having autism (Baxter et al., 2015), and around 5% having 

ADHD (Polanczyk et al., 2007). These conditions can also co-occur, where around 40% of 

autistic individuals have ADHD (Rong et al., 2021) and the chance of having dyslexia is 

increased fourfold in dyslexic individuals (Wagner et al., 2019). Given that between 20-30% 

of individuals with autism or a specific or severe learning difficulty are successfully in 

employment (Office for National Statistics, 2021b), neurodivergent employees make up a 

notable proportion of the workforce – whether this has been disclosed to employers or not.  

However, much of the research into neurodiversity is centred around education and 

how learning can be supported at school, with much less focus on neurodivergence in 

adulthood (Leather & Kirwan, 2012). Indeed, until recently, there has been little investigation 

into how neurodivergent job applicants perceive the recruitment process and their 

performance relative to neurotypical applicants. Likewise, there is also a lack of research into 

accommodations that can be introduced during pre-employment tests to reduce the barriers to 
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employment that individuals might face. This is a particular issue since selection assessments 

have been identified as a barrier to the employment of neurodivergent adults, where 

assessments are perceived as being designed for neurotypical people and not being inclusive 

of the different ways of thinking of neurodivergent applicants (Vincent & Fabri, 2022), 

although recent research indicates that cognitive ability tests could be a fair way of assessing 

neurodivergent talent (Camden et al., 2024).  

Universal design in recruitment tools 

Although large-scale research investigating how the recruitment process can be 

enhanced to be more accessible for neurodivergent job seekers is scarce, anecdotal evidence 

suggests that even simple tweaks can improve the performance of job seekers on pre-

employment tests due to the removal of barriers unrelated to their underlying ability. For 

example, providing clear instructions or providing examples or walk-throughs of how to 

approach questions can help those who struggle with comprehension, giving them a better 

opportunity to show their true ability during testing (Doyle, 2023). Indeed, the seven 

principles of universal design, which consider how products can be designed to be usable 

with as many individuals as possible without the need for accommodations (The Center for 

Universal Design, 1997), have been applied to contexts such as education (Black et al., 2015; 

Courey et al., 2013; Lombardi et al., 2011) and can also be applied to pre-employment testing 

(Doyle, 2023; Doyle & McDowall, 2022; Rickerson, 2009). Here, universal design means 

that assessments (Doyle, 2023; The Center for Universal Design, 1997):  

• Are accessible to individuals with diverse abilities (equitable use). 

• Are able to accommodate a range of needs (flexibility in use). 

• Are easy to understand and lack ambiguity (simple and intuitive use). 

• Communicate necessary information in a way that is sensory-friendly 

(perceptible information).  
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• Tolerate errors and mistakes (tolerance of error). 

• Result in the least amount of fatigue possible (low physical effort). 

• Consider the appropriate location for testing that accounts for differences in 

needs (size and space for approach and use). 

Specifically, in the recruitment context, flexibility in use could be implemented in the 

form of giving instructions multiple times over the course of the assessment in multiple 

formats (e.g., verbal and written; Doyle, 2023) or provided in a video-based rather than text-

based format to reduce cognitive demands (Tippins, 2009). Applicants could also be allowed 

to take breaks or have control over the speed and order of testing (Doyle, 2023), for example.  

Support for autistic job seekers 

With this in mind, there is an emerging body of research examining how 

neurodivergent job seekers’ particular needs can be supported, although much of this research 

is focused on supporting those who are autistic, with fewer initiatives for adults with ADHD 

or dyslexia. For example, autistic job seekers can benefit from a collaborative approach, 

where experts work with employers and autistic job seekers to adapt job descriptions and 

create customised positions to suit the strengths of the individual (Wehman et al., 2016). On a 

larger scale, programs have been set up to promote the recruitment and employment of 

autistic individuals, such as the Autism at Work program established in the United States by 

the software company SAP in 2013 to promote the employment of autistic individuals and 

support them in the application process (Woo, 2019). Since starting, a number of employers 

including Microsoft, Salesforce, JP Morgan Chase, and EY have signed up to join the scheme 

(Bernick, 2021; Doyle et al., 2022). However, it is estimated that only 1500 autistic 

employees have been hired as a result of the Autism at Work Scheme and other similar hiring 

initiatives (Bernick, 2021) and that there are higher rates of autistic males participating in 
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autism-specific hiring schemes than females (Doyle et al., 2022), questioning the 

effectiveness of such schemes.  

Other approaches target the skills of autistic applicants, with a number of coaching 

interventions trialled to support the development of interview ability, focusing on how to 

answer interview questions (V. D. Hutchinson et al., 2019; L. Morgan et al., 2014; K. Roberts 

et al., 2021; Stocco et al., 2017). Such interventions can be particularly useful for autistic job 

seekers since interview questions can often cause anxiety due to difficulty knowing how to 

answer the question directly (Müller et al., 2003). This can be due to the fact that interview 

questions are often not direct and autistic individuals can have difficulty understanding 

implied meaning from indirect language (A. C. Wilson & Bishop, 2021), resulting in autistic 

adults being rated less favourably than neurotypical adults during job interview simulations 

(Maras et al., 2021; Sasson & Morrison, 2019). However, a simple solution to this could be 

changing how questions are asked; a study of 25 autistic and non-autistic adults found that 

interview performance across both groups improved when questions were revised so that 

interviewers first provided some context about the question and then asked specific and direct 

questions. The gap in ratings between autistic and neurotypical interviewees was also 

decreased compared to baseline performance ratings (Maras et al., 2021).  

Moreover, there is emerging research examining how technology can be used to 

support autism-focused employment interventions, which could support autistic job seekers 

regardless of whether potential employers have autism-specific employment schemes. For 

example, a small-scale targeted intervention with six autistic participants that provided 

written instructions on how to prepare for interviews combined with a series of mock 

interviews using the video feedback tool InterviewStream and human-led feedback saw 

improvements in ratings of performance that were maintained at follow-up (Rosales & 

Whitlow, 2019). Similarly, online video interviews with real-time feedback based on the 
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appropriateness of answers have been used to teach effective interview skills to autistic 

youth, with a study of 48 transition-aged autistic adolescents finding that virtual interview 

training improves interview skills incrementally over traditional school-based pre-

employment services such as job shadowing and workplace readiness training (Smith et al., 

2021). Further, a study of the effectiveness of a virtual training agent that provided 

hierarchical job interview practices in areas such as greetings, small talk, and closing with 

virtual human interviewers found improved outcomes for face-to-face interviews compared to 

baseline ratings (Burke et al., 2018). Others have used video-based interventions to support 

email skills training for use in contacting hiring managers (Fontechia et al., 2019) and virtual-

reality systems in vocational rehabilitation to teach autistic job seekers transferrable skills and 

conversational abilities (Bozgeyikli et al., 2017), highlighting the range of skills that can be 

targeted through such interventions. These technology-based interventions are especially 

likely to benefit younger job seekers, particularly those from generations X and Z, who are 

typically proficient with technology and have integrated it into a large proportion of their 

lives (K. R. Johnson et al., 2020).  

The potential benefits of algorithmic recruitment tools for neurodivergent applicants 

Using technology to support job application training also reflects the shift towards 

technology-enhanced and AI-driven recruitment processes in recent years. Indeed, the 

popularity of game-based assessments has grown in recent years (Chamorro-Premuzic et al., 

2017; Winsborough & Chamorro-Premuzic, 2016), along with other alternative assessment 

formats such as image-based assessments (Hilliard, Kazim, et al., 2022a; Leutner et al., 

2017), something that was accelerated by the pandemic (Strazzulla, 2020). The fact that these 

formats can reduce test-taking anxiety (Mavridis & Tsiatsos, 2017; Smits & Charlier, 2011) 

may be particularly beneficial for neurodivergent applicants since individuals with dyslexia 

and ADHD are more prone to test-taking anxiety than neurotypical populations 

(Lewandowski et al., 2015; Nelson et al., 2014, 2015). Further, a non-verbal format can 
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potentially make assessments more accessible to neurodiverse applicants, particularly those 

with dyslexia, since the language element is removed (De Beer et al., 2014). Although 

research on game-based assessments and other novel formats is still emerging, particularly in 

relation to neurodivergent applicants, early research indicates that alternative formats do not 

result in unequal outcomes for autistic job seekers. Indeed, by using two packages of games 

designed to measure cognitive ability – a visuospatial task combined with a number sequence 

or memory and maths-based game – and comparing autistic and non-autistic job seekers, 

Willis et al. (2021) found mixed results. While there was no difference in the performance of 

autistic participants and general participants for the package containing the maths and 

memory game, the general population scored higher on the package containing the 

sequencing game compared to autistic participants (Willis et al., 2021), which could reflect 

the spiky profile that neurodivergent individuals can display on measures of cognitive 

abilities. However, this study only examined test outcomes and did not examine test-taking 

experience.  

Nevertheless, this area of research is also particularly pertinent in light of the Equal 

Employment Opportunity Commission’s (EEOC) launch of an Artificial Intelligence (AI) and 

Algorithmic Fairness Initiative (EEOC, 2021) to ensure that the use of AI in hiring and 

employment decisions is compliant with equal opportunity laws. As part of this, the EEOC 

(2022) has also issued a technical assistance document on the use of AI in hiring decisions in 

relation to the Americans with Disabilities Act (ADA) that outlines how the use of AI, 

algorithms, or other software might lead to violations of the ADA and how employers can 

take steps to ensure that this does not happen. This can include training staff to recognise 

requests for accommodations, even if the term reasonable accommodation is not explicitly 

used, and to develop or procure alternative measures when necessary. The document also 

provides guidance on ensuring that the competencies measured by the assessment are job-
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relevant. Adding to this guidance, the Society for Industrial and Organizational Psychology 

(SIOP; 2022) has also issued guidance on the use of AI in hiring, including how alternative 

assessment formats could impact those with disabilities and how greater transparency about 

the data collected by assessments could aid decisions about seeking accommodations for 

those who may need them. These documents serve as a reminder to employers and vendors 

that existing equal opportunity laws apply to algorithmic and AI-driven tools; their non-

traditional format does not exempt them from existing laws and best practices governing 

employment decisions. Instead, algorithmic formats can require additional considerations and 

accommodations compared to traditional formats to ensure they are not discriminatory and as 

accessible to different needs as possible (EEOC 2022). As such, there is a clear need to 

understand the factors that could impact the accessibility of pre-employment tests, 

particularly those using an alternative format, how accommodations could be used to increase 

accessibility, and general user experience and perceptions, especially among neurodivergent 

adults, particularly as the use of these assessments becomes more widespread.  

The current study, therefore, explores the perceptions of pre-employment tests among 

neurodivergent adults, with a focus on adults with a diagnosis of ADHD, dyslexia, or autism. 

Given that there is potential for algorithmic formats to reduce test-taking anxiety (Mavridis & 

Tsiatsos, 2017; Smits & Charlier, 2011) and mental ill health is an acquired neurominority 

condition linked to anxiety disorder (Doyle, 2020), individuals with anxiety disorder were 

also eligible for participation. To gain as many insights as possible, this study investigates 

perceptions of traditional and algorithmic pre-employment tests in general rather than 

focusing on a particular type of procedure. Here, a pre-employment test is defined as any 

selection procedure that is used to make employment decisions (EEOC, 1978; Tippins et al., 

2021), including interviews, psychometric assessments, video interviews, game-based 

assessments, and algorithmic CV screening tools. With the aim of providing preliminary 
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insights into perceptions of pre-employment tests among neurodivergent applicants, this 

study investigates barriers to performing well in pre-employment tests and how they could be 

removed or accommodated, both with traditional pre-employment tests and algorithmic or 

AI-driven assessments. 

Method 

Participants 

Interviewees for this study were recruited by sharing posts in LinkedIn groups for 

neurodivergent professionals – namely Neurodiversity @ Work, Neurodiversity in Education 

and the Workplace, Institute Of Neurodiversity ION Global Members, Occupational 

Psychology, Neurodiversity and Employment, Campaign for Disability Employment, The 

NeuroDiversity GiFTS (NDGiFTS), Autism Forum, and Professionals with dyslexia, 

dysgraphia, dyspraxia, dyscalculia – as well as on the researcher’s personal LinkedIn profile. 

LinkedIn was selected to recruit interviewees due to a desire to gain insights from 

professionals, or so-called ‘high-functioning’ individuals, who have experience with 

completing pre-employment tests. Eligibility criteria to complete the interviews were: have a 

diagnosis of dyslexia, ADHD, or autism, and have been employed in the past five years. To 

maximise the potential interviewee pool and enable exploration of both reactions and 

perceptions, participation was not limited to those with experience with algorithmic tools. 

The posts shared on LinkedIn invited eligible adults to take part in a 30-minute interview 

about perceptions of automated recruitment tools for a doctoral research study in return for a 

10-pound Amazon voucher.  

Those interested in taking part in this study were able to sign up to do so by following 

a Calendly link in the post, which allowed them to select a time and date of their choosing 

that was aligned with the researcher’s availability for ease of scheduling. Once a suitable time 

had been selected, interviewees were asked to indicate which condition(s) they had a 

diagnosis of and were given the option to provide additional information or request a specific 
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accommodation during/prior to the interview. In order to make the experience as inclusive 

and accessible to different needs and communication preferences as possible, and because 

phone calls can be particularly demanding for neurodivergent individuals (Müller et al., 

2003), interviewees were able to select whether they would prefer a live video format, live 

voice chat, or live messaging (Cummins et al., 2020; Nicolaidis et al., 2015, 2019; 

Romualdez, Walker, et al., 2021). Further, interviewees were asked to provide demographic 

information relating to age range, gender, ethnicity, and employment status to determine the 

representativeness of the interview sample, with previous interviews with neurodivergent 

individuals collecting and reporting similar information (Hand, 2023; Romualdez, Walker, et 

al., 2021).  

12 interviewees signed up to complete an interview (eight via video chat, two via live 

chat, and two asynchronously via email). All synchronous interviews were conducted via 

Microsoft Teams and recorded for transcription. Eight had an ADHD neurotype, four had a 

dyslexia neurotype, three had an autism neurotype, and two had anxiety disorder. Half (n = 6) 

of the interviewees who signed up had co-morbid conditions, where ADHD was the condition 

most commonly co-occurring. Interestingly, autism always co-occurred with ADHD in the 

interviewees. In addition to the targeted diagnoses, dyspraxia and dysgraphia were also 

reported. There was an equal proportion of males and females, and the respondents 

represented multiple ethnic groups. Most interviewees were between 25 and 44 (n = 9). 

Except for one interviewee who was a full-time student, all interviewees were either 

employed or self-employed at the time of the interview. See Appendix F for a full 

demographic breakdown.  

Interview Design and Procedure 

A semi-structured design was used to conduct the interviews in order to provide some 

standardisation to allow responses to be compared while also allowing follow-up questions to 

be asked to prompt interviewees to elaborate on particular aspects of their responses and 
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provide richer insights (Kallio et al., 2016). Although thematic analysis of the transcripts was 

conducted using an inductive approach guided by the data, the interview questions sought to 

achieve insights on: 

• Barriers associated with pre-employment tests of any format. 

• Whether algorithmic formats would alleviate or worsen barriers associated 

with traditional formats. 

• Whether algorithmic formats posed additional barriers compared to traditional 

formats. 

• Accommodations to overcome barriers. 

• Whether algorithmic formats would facilitate accommodations better 

compared to traditional formats. 

Indeed, the interview questions were designed to elicit responses touching on each of 

these points so that themes could be developed in terms of recurring barriers and 

accommodations, as well as more general reactions to or perceptions of each format (Braun 

& Clarke, 2006, 2022). Interviews began with a short introduction to the researcher, the 

doctoral research project, and how the findings from the study would be used to inform 

subsequent studies. Although this was specified in the information provided during sign-up, 

interviewees were reminded that the interview would be recorded for transcription but that 

they would not be shared and would be saved securely, as well as their right to withdraw at 

any point for any reason, including after completing the interview. One interviewee requested 

that the interview questions be sent ahead of time, and during the live video interviews, as 

well as being given verbally, questions asked were also posted in the chat to refer back to. To 

ensure alignment, the terms pre-employment test and algorithmic pre-employment tests were 

defined at the start of the interviews and examples of each were provided. These were also 

pasted into the chat during the video interviews.  
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Interviewees were then asked four main questions, starting with general perceptions 

or feelings about pre-employment tests before narrowing the focus to algorithmic pre-

employment tests and whether views of the two formats differed. Interviewees without any 

personal experience with algorithmic recruitment tools were asked about their perceptions 

based on the definition given at the start of the interview and any other knowledge they might 

have, whereas those who had previously been exposed to an algorithmic format were asked to 

share the positive and negative aspects of their experience. Finally, interviewees were asked 

about any specific barriers they could identify with pre-employment tests, for either a 

traditional or algorithmic format. Follow-up questions were used to explore whether any 

identified barriers were unique to either format (traditional vs algorithmic) as well as how 

these barriers might be overcome. In particular, interviewees were asked whether algorithmic 

formats might help to overcome these barriers. At the end of the interview, interviewees were 

asked whether there were any additional thoughts or experiences they would like to share that 

they were not able to in response to the questions asked. The full interview schedule and 

provided definitions of (algorithmic) pre-employment tests can be seen in Appendix G. Due 

to the time taken to type responses, the most detailed discussion occurred via video interview, 

followed by email, with live chat resulting in the smallest volume of discussion.  

Analysis 

Video interviews were recorded and then transcribed using Microsoft’s automatic 

transcription. Transcripts were checked for accuracy by the researcher by listening back to the 

recordings, and any relevant edits were made. Messages from the live chats and email 

interviews were used to form a transcript. Transcripts were analysed using thematic analysis 

to identify patterns in responses (Braun & Clarke, 2006), using an inductive approach to 

generate themes. Following the phases of thematic analysis outlined by Braun and Clarke 

(2006), the transcripts were first read thoroughly, and preliminary codes were developed. 

Codes were then collated into themes, which were then reviewed for consistency. Transcripts 
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were reviewed again to verify and refine the initial coding before the themes were named and 

defined.  

Results  

Across the interviews, a rich range of experiences emerged, with insights relating to 

barriers that result in stress and anxiety, associated accommodations or ways to reduce stress 

and anxiety and neurodivergent vulnerabilities. Indeed, although only five interviewees had 

first-hand experience with automated recruitment tools to the best of their knowledge, and 

those who had exposure to them had experienced different types of tools, all interviewees 

identified barriers to performance and potential accommodations or adjustments. Thematic 

analysis resulted in 18 codes across three themes, as can be seen in Table 14. Specifically, 

there were multiple sources of stress during pre-employment tests, where neurodivergent 

vulnerabilities are a subset of drivers of stress that were directly related to being 

neurodivergent.  
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Table 14 

Themes and associated codes mapped to neurotypes and test format. 

Theme Description 
Relevant 

interviewees 

Neurotypes 

affected 

Format 

affected 

Source of stressful experience 

Test-taking 

anxiety 

Pre-employment tests are a source 

of stress and anxiety, which can 

impact performance 

BD, DA, EH, 

LC, MH, NA, 

RC, SS, SN, SZ 

Dyspraxia, 

Dyslexia, Anxiety, 

ADHD, Autism, 

Dysgraphia 

Both 

Time 

constraints 

Time constraints during pre-

employment tests can create stress 

BD, EH, MH, 

SS, SN, SZ 

Dyspraxia, 

Anxiety, Autism, 

ADHD, Dyslexia 

Both 

Neurodivergent vulnerabilities 

Bias 

Pre-employment tests can be 

biased against particular 

subgroups and lack inclusivity 

DA, LC, MH, 

MK, NA, SN, 

SZ, TM 

ADHD, Anxiety, 

Autism, Dyslexia, 

Dyspraxia 

Both 

Graphics 

Graphics and user interface can 

be problematic for individuals 

with sensory differences when 

taking a pre-employment test on a 

device 

MH, NA 

ADHD, Autism, 

Dyslexia, 

Dyspraxia 

Both if 

delivered via 

a screen 

Ambiguity 

Giving unclear or ambiguous 

instructions about the task or 

objective presents a barrier to 

performance 

BD, LC, MH, 

SN 

Dyspraxia, 

Anxiety, ADHD, 

Autism 

Both 

Narrow focus 

Pre-employment tests are 

focussed on a narrow range of 

skills and can overlook additional 

skills that might contribute to 

success in the role 

BD, DA, EH, 

LC, MH, MK, 

RC, SS, SN, TM 

Dyspraxia, 

Dyslexia, Autism, 

Anxiety, ADHD, 

Dysgraphia 

Both 

Reluctance to 

disclose 

Neurodivergent job seekers are 

often reluctant to disclose their 

diagnosis to their prospective 

employer during the assessment 

phase and requesting 

accommodations can create a 

dilemma 

MH, MK, NA, 

SN 

ADHD, Autism, 

Dyslexia, 

Dyspraxia 

Both 

Neurodivergent 

traits identified 

The skills measured by pre-

employment tests and associated 

areas of weakness can be 

associated with symptoms of 

neurodivergent conditions 

MK, NA, RC, 

SN, TM 

Dysgraphia, 

Dyslexia, Autism, 

ADHD, Dyspraxia 

Both 

Desired support 

Written 

communication 

Providing instructions or 

interview questions in written 

form as well as providing them 

verbally can support performance 

BD, EH, SN 
Dyspraxia, 

Anxiety, ADHD 
Both 
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Reduce 

distractions 

Reducing unnecessary external 

stimuli can reduce 

overstimulation and distractions 

to support performance 

EH, MH, TM 
Anxiety, Dyslexia, 

Autism, ADHD 
Both 

Time 

considerations 

Being able to receive additional 

time or other time-related 

accommodations can reduce 

pressure and give time to process 

what is required 

EH, MH, NA, 

SS, SN, SZ 

Anxiety, Autism, 

ADHD, Dyslexia, 

Dyspraxia 

Both 

Preparation 

Being able to prepare for 

selection procedures can improve 

applications and test performance 

BD, LC, MH, 

MK, NA, SN 

Dyspraxia, 

Anxiety, Autism, 

ADHD, Dyslexia 

Both 

Feedback 

Receiving feedback on 

performance can facilitate 

improvement in the future 

BD, LC, MK, 

SN 

Dyspraxia, 

Anxiety, ADHD, 

Autism 

Both but 

more 

potential with 

algorithms 

Gamification 

Pre-employment tests that are 

interactive and include game 

elements can make the process 

more enjoyable 

SS, SZ, TM ADHD, Dyslexia Algorithmic 

Widen the 

focus 

Focusing on a wider range of 

skills or assessing applicants over 

an extended period of time can 

give applicants more 

opportunities to demonstrate their 

abilities 

BD, DA, MH, 

MK, RC, SS, 

SN, TM, EH, 

LC 

ADHD, Dyspraxia, 

Autism, 

Dysgraphia, 

Anxiety, Dyslexia 

Both 

Human presence in online tests 

Lack of 

judgement 

The presence of a human during 

pre-employment tests can be off-

putting and a source of anxiety 

DA, EH, MH, 

NA 

Dyslexia, Anxiety, 

ADHD, Autism, 

Dyspraxia 

Algorithmic 

Lack of 

support 

The absence of humans when 

completing algorithmic tests can 

support performance and provide 

opportunities to ask for 

clarification 

BD, LC, MK, 

NA, RC, SN, SZ 

Dyspraxia, 

Anxiety, ADHD, 

Autism, 

Dysgraphia, 

Dyslexia 

Algorithmic 

Format preference 

Use in 

combination 

Neither prefer traditional nor 

algorithmic pre-employment tests 

and instead recommend that they 

could be used in combination 

with each other 

BD, MH, MK, 

SN, SZ, TM 

ADHD, Autism, 

Anxiety, 

Dysgraphia, 

Dyslexia 

- 

Prefer 

algorithmic 

tests 

Preference for algorithmic pre-

employment tests over traditional 

formats 

DA, EH, SS 
Dyslexia, Anxiety, 

ADHD 
- 

Prefer 

traditional tests 

Preference for traditional pre-

employment tests over 

algorithmic tools 

LC, NA, RC 

Anxiety, Dyslexia, 

Autism, Dyspraxia, 

ADHD, 

Dysgraphia 

- 
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All of the identified barriers/stressors, accommodations/relievers and vulnerabilities 

applied to multiple neurotypes, suggesting many are not unique to a single diagnosis group. 

Moreover, for the most part, these barriers, accommodations, and neurodivergent 

vulnerabilities largely applied to both algorithmic and traditional formats, although some 

barriers, such as graphics, were only applicable to non-algorithmic tests delivered via a 

computer screen. The main distinction between the two formats concerned human presence, 

where many types of traditional pre-employment tests are typically delivered in the presence 

of a recruiter or hiring manager, while algorithmic formats are typically taken without a 

human being present, usually from a location of the applicant’s choosing.  

A key finding from the analysis was that many of the themes and associated codes 

were centralised around stress and anxiety (see Figure 6). As such, the remainder of this 

section presents the key drivers, effects, and alleviators of stress and anxiety identified by 

interviewees. 

Figure 6 

Thematic map centralised around causes and effects of and ways to reduce stress and anxiety.  
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Causes of Anxiety  

Pressure of taking an assessment 

Pre-employment tests can be a significant source of distress, where the pure thought 

of taking a test can evoke stress and anxiety: “It’s a psychological barrier – anyone that’s 

saying you’re going to have a test” (RC). Another interviewee added, “It’s a stressful 

situation as well when under assessment” (SZ). Interviewees also noted that this stress and 

anxiety from the thought and experience of taking an assessment can be exacerbated by their 

neurotype: “If you’re thrown into an unfamiliar environment and there’s a lot of tension, 

anxiety only multiplies that” (LC).  

Time constraints 

Outside of general test-taking anxiety, a major driver of anxiety while completing pre-

employment tests can be time pressures associated with taking psychometric assessments. 

Such assessments are usually completed within an allotted amount of time, or as one 

interviewee put it, “there’s a short amount of time, so it’s not something that I can do in my 

own time” (SZ). Indeed, if short periods of time are given to complete assessments, this can 

be perceived as insufficient, resulting in high levels of perceived pressure: “I just couldn’t do 

it because I was under so much pressure. When you think about it and always just not enough 

time” (SN). Another interviewee offered an alternative point of view, where having to do 

multiple tasks in short bursts of time can be easier compared to a single extended period of 

time in which multiple tasks are delivered with breaks in between: “If there is like a break, a 

little time between different things, like for most people it’s helpful, but for me, I think it 

would be actually detrimental because it’s like I lose the focus in there in the break” (SZ). 

Ambiguity 

The ambiguity surrounding the stimulation that may be encountered while completing 

selection procedures can also result in stress and anxiety, particularly when it comes to in-

person interviews: “I don’t think we can go away with the fact that an autistic person going 
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into an interview [will have] a high level of anxiety because we don’t know how what social 

cues we are going to encounter” (MH).  

Other than potential sources of stimulation, ambiguity can also be created from the 

outset by the use of jargon and so-called buzzwords, which can alienate those who are not 

familiar with them: “You have these buzzwords in the job spec or the pre-employment test 

[…] those words a bit ambiguous, a bit not clear, but it’s like I feel like people out there do 

understand them. But I just think, what is it actually?” (BD). Moreover, interview questions 

can be ambiguous in that the question being asked and the desired response can lack 

alignment: “Sometimes in interviews as well people don’t say exactly the question that they 

want answered” (SN).  

Further, there can be a lack of information provided on procedures when delivering 

pre-employment tests, where interviewees highlighted that the set-up and scenario is 

something that “isn’t always super clear” (LC). This is something that can be more of an 

issue with novel assessment formats such as game-based assessments that do not use a typical 

or familiar scenario, particularly when little information is given about why the pre-

employment test is being used or what candidates must do: “You have a game. OK. What’s 

your objective? What am I trying to achieve here? You don’t always get that information” 

(MH). 

Compatibility of format and display 

Something that can drive stress and anxiety in neurodivergent individuals in particular 

are concerns about how compatible the test format or display will be with their needs and 

how it will interact with any difficulties that result from their condition. For example, one 

interviewee shared, with respect to “program” or computer-based pre-employment tests, that 

“high contrast is really hard with dyslexia” (NA). Indeed, another interviewee shared that 

information delivered via a computer screen can be harder for those who are neurodivergent, 

where text is harder to or takes longer to read on a screen compared to on paper: “It does take 
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maybe some time to understand written stuff in the computer. I’m very good at reading from 

paper and pick it up a lot quicker, but when it’s the computer I don’t know if it is the 

brightness or what it is so and it’s like I struggled a bit” (MH). 

Risk of being overlooked 

Another major source of concern among interviewees was the risk of being 

overlooked and/or alienated by pre-employment tests due to differences in thinking styles. 

There were two major components to these concerns: the focus on narrow skills in a narrow 

time frame and the lack of sophistication of algorithms to be able to infer strengths.  

A number of interviewees expressed that being tested in a narrow time frame that 

focuses on isolated performance could put them at a disadvantage if their performance in this 

thin slice is not reflective of their general abilities: 

“I cannot imagine that actually is indicative of like me performing well in the role 

itself” (LC). 

“It doesn’t represent the working capabilities […] Every exam is a picture of that 

moment and doesn’t represent the before or after that moment” (RC). 

“Pre-interview tests under the time pressure, it’s not realistic. Even if someone is 

doing that at their job, they probably wouldn’t be doing that on their first day on the 

job. It’s just not realistic” (SH). 

A focus on narrow skills was also a driver of stress, with multiple interviewees 

sharing views that these assessments cannot form a complete picture of an individual or 

capture wider or more unique skills: 

“Some abilities might not be measured by paper tests” (DA). 

“It might not show other abilities we have” (TM). 

“It’s never going to capture all of the skillsets that I might have” (SS). 

“I think they don’t really give a picture about the person. It’s just trying to make a 

psychological profile of the person, I guess” (RC). 
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This can be a more salient driver of stress for algorithmic tools, particularly CV screening 

tools that rely on keyword matches, or as one interviewee put it, “the main thing it’s done on 

is previous job titles” (MK). Accordingly, multiple interviewees shared concerns about the 

perceived lack of sophistication of algorithms used in these tools that can lead to their 

transferrable skills and technical abilities being overlooked: “I’ve got a new technical 

qualification so therefore you would have thought that a sophisticated NLP program would be 

able to pick this stuff up from what I write in my CV […] yet still I was sort of blocked right 

left and centre” (MK).  

Specifically, those with a more technical background expressed distress about the 

perceived simplicity of algorithmic resume screening tools in comparison with the 

sophisticated abilities of AI and algorithms outside of this context: “The actual technology is 

brilliant, but as applied to these damn HR processes, they’re rubbish and they’re stuck 20-30 

years ago in terms of looking at kind of rules-based keyword attribute” (MK); “Yeah, so 

they’re pure data-driven, it’s an Excel table […] basically just advanced statistics” (RC).  

Given that neurodivergent individuals often have non-typical interests and can take 

non-traditional routes through education and early career paths, one interviewee shared that 

they felt that this disadvantaged them: “Unless you are a candidate who has is a very 

traditional candidate and been doing the job role that they are recruiting for the last however 

many years, then your CV is going to get spat out by these applicant tracking systems” (SN).  

Bias and Stigma 

Finally, a significant source of stress and anxiety surrounding pre-employment tests 

that was shared by interviewees was concerns about bias and stigma. Bias was a concern for 

both traditional and algorithmic formats, with one interviewee sharing that they perceived 

assessment centres to be “very biased towards being liked and a popularity contest” where 

they are “designed for 75, 80% of the population” and “generally speaking, inclusive of 

differences” (MH), which causes stress due differences in ways of thinking.  
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Although this lack of inclusivity is not always intentional, the fear of stigma can lead 

to a lack of disclosure: “I didn’t declare about my ADHD because sometimes you don’t know 

how it’s gonna be received” (SN). This can cause stress particularly when it comes to 

accessing accommodations: “It’s very hard to decide. Do you disclose, do you say 

something? […] when you say what you need still, there’s so many biases and 

preconceptions” (MH); “Unfortunately, the assessment may also force me to declare SPD 

which I really don’t want to do” (NA). As such, some interviewees shared that they might not 

disclose during pre-employment tests to access accommodation, which can see prolonged 

stress when they are forced to either mask or disclose down the line if they obtain the 

position: “Now I’ll have to spend six months showing I’ve got value and then I’ll have to sort 

of declare it, it will be awkward” (MK).  

Moreover, although both human judgements and algorithmic judgements have the 

potential to be biased, intentionally or not, some pointed out that the types of bias displayed 

by human recruiters and algorithms can differ, where there could be more of an opportunity 

to find a human with a different set of biases that do not disadvantage them compared to an 

algorithm: “Every human being is gonna have a different set of biases, with bias not 

necessarily bad as you know, and a different set of associations and, you know, eventually 

I’m going to be in front of the right person at the right time and something’s gonna click if I 

get through enough human beings because that’s a human condition. Whereas AI I think it’s 

much less diverse” (MK). However, others believed that humans can be more biased than 

algorithms, with bias in algorithms being able to be mitigated more effectively than human 

biases: “I know of like the biases in AI, but I think like human beings are probably maybe 

even more biased, so I don’t know. I guess it depends. I think human beings are quite biased 

as well” (SZ). While there were mixed opinions about the most concerning source of bias, 
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algorithms or humans, interviewees were in consensus that due to their neurodivergence, they 

were at risk of being overlooked for positions, resulting in stress and anxiety.  

Human presence  

One of the major differences identified between algorithmic and traditional formats 

was the lack of human presence when using algorithmic formats, where traditional job 

interviews are conducted with humans. For some, the lack of human presence served as a 

source of stress and anxiety where it is perceived that there is a greater chance to perform 

when humans are present since they can “help clarify words and sentences a lot more” (BD), 

where the lack of being able to do this with an algorithm can be distressing. Another 

interviewee shared that with humans, there is the potential to demonstrate a wider range of 

abilities: “People like me the more and more they get to know me […] if I’m not having the 

ability to have a conversation with somebody then they aren’t actually getting to see the full 

capabilities of what I can do” (LC). This was a sentiment shared by multiple interviewees, 

where algorithms can cause concern about not being able to get the full view of someone like 

humans can: “An algorithm cannot assess the atmosphere in a meeting. It cannot assess if 

somebody would fit in a team in a team or not. It cannot assess if somebody has a potential to 

grow” (RC). One interviewee even went as far as to express that an intern or someone with 

no training would be better at holistically evaluating a candidate compared to an algorithm: 

“Even somebody on work experience with a human brain is capable of making associations 

and looking at someone’s story on a piece of paper and thinking as a human being, like 

relating it to their own story and people they know, about what values someone might have to 

bring in a way which an AI model […] just doesn’t seem to do” (MK). 

Others had mixed feelings about human versus algorithmic evaluations, with one 

interviewee sharing that it is “easier to control how I’m perceived when interacting with a 

human but that doesn’t necessarily make the situation better” (NA). On a similar note, 

another interviewee shared that being aware of how they may be perceived by humans when 
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they are present can be a source of anxiety: “The biggest fear is not being able to have a 

positive impact on someone and feeling intimidated by looks or responses from others - the 

fear of the unknown of what they are thinking. Removing this and replacing it with it being 

on a screen removes that fear” (EH).  

Another interviewee also shared this sentiment about preoccupation with reactions 

from others, but from the perspective that processing this information while trying to 

articulate a response can be overwhelming: “I’m not seeing your input I’m focusing on what 

so if you tell me the question in a clear way, I’d rather not see you or not having to take your 

input at the same time because then that distracts me from my thought process trying to 

elaborate my answer” (MH). 

Effects of anxiety 

Impact on performance 

One of the major implications of experiencing stress and anxiety is that it can 

preoccupy the minds of applicants while they are completing pre-employment tests: “You 

cannot not think about it. Don’t think about a pink elephant. I can’t right. I can’t forget the 

fact that I have an amount of time” (MH). As a result, this can impact performance: “I just 

couldn’t do it because I was under so much pressure” (SN).  

This links closely to time pressures, where rushing due to perceived or actual lack of 

time can impair their ability to think through responses: “I want to see the endpoint and know 

what I have to do to get there. I need to be able to have enough time to think things through 

properly” (NA). Indeed, the pressure of a pre-employment test can mean that applicants can 

struggle to develop cohesive thoughts, which can mean their true abilities are not captured. 

As one interviewee put it, “I also find it difficult to complete some assessments based on 

cognitive ability and perception when I am in a stressful situation as I cannot think properly, 

which then gives a false representation of my abilities” (EH).  
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This is particularly an issue for those who are neurodivergent: “Maybe it’s my ADHD, 

maybe it’s just stress, maybe it’s a combination of everything. My mind just goes blank and 

something that I would be able to do in an hour in a day that is not in an interview setting I 

just couldn’t do because I was under so much pressure” (SN); “I have anxiety so I think that, 

you know, that does come into play as far as like how well you can concentrate, how well 

you’re able to formulate opinions on the spot and create cohesive answers” (LC). As such, 

neurodivergent individuals can feel disadvantaged compared to others who may be able to 

process information quicker or perform better under stress: “In the moment, your brain is 

trying to really forget even trying to find the information, just process first the question and 

sometimes I just don’t have time and then I answer it and most of the time I think I don’t 

know if I’ve really answered that fully […] I am processing each word in a bit more time than 

probably someone else” (BD).  

Frustration 

As a result of performance being impacted by time pressures and the associated stress 

and anxiety, this can result in frustration, where under normal circumstances, applicants 

would be able to complete the task, but their ability becomes impaired by issues with 

processing and brain fog. For example, one interviewee shared that “I could do all the 

computations, I just couldn’t process the information fast enough within the allotted time” 

(SS). Similarly, another interviewee shared that it can be frustrating when some of the allotted 

time is taken up by trying to comprehend what is required despite having the skills to 

complete the task if not in a high-stress context: “They gave me 45 minutes for a game 

assessment, but I have to understand and process what was expected of me within those 45 

minutes […] I’m good [at creative problem solving], but I just run out of time to do all the 

things I had to do” (MH).  



 

 

189 

Alleviating stress 

Time considerations 

Given that time considerations are a significant source of stress and anxiety that can 

affect performance, multiple interviewees suggested that relaxing time constraints could help 

ease anxiety and improve performance. This is something that could be introduced for both 

algorithmic and traditional test formats. For example, one interviewee shared that “having 

time to able to complete these tests that are not constricted tightly I think would help to 

accommodate for anxiety and periods of a ‘brain fog’ where as much as I try, I just can’t think 

of what I need to say or do” (EH). Similarly, another interviewee shared that time taken to 

plan responses should be factored into completion times and that they “need to be able to 

have enough time to think things through properly” (NA). For some, just knowing that they 

have extra time can provide peace of mind and reduce anxiety and stress by reducing 

preoccupation with time constraints, even if it is not used: “I did an assessment last year 

where I was given extra time […], I probably took about the same amount of time responding 

on this recent assessment, but I knew I had time if I needed to dedicate more time” (MH).  

On the other hand, another interviewee spoke of time accommodations in a different 

direction, where removing breaks between tasks could help them sustain their focus over 

having to move in and out of several shorter focus periods: “I would rather go do it all in one 

rather than having to try and focus. Sitting down and focusing once is much easier than 

having to like pull this numerous times anyway” (SS). 

Feedback and clear communication  

In addition, given that time can be spent working out what is required and 

comprehending instructions, something that is likely to be exacerbated by ambiguity, several 

interviewees called for increased transparency when conducting pre-employment tests to 

reduce stress and anxiety, e.g., “I found basically the more transparent and […] the more 

planning I have, the better” (LC). Multiple interviewees proposed that to increase 
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transparency, the procedure could be explained to them “one day prior” (MH) to the 

procedure, and that “having the questions in advance or knowing what is involved is helpful” 

(NA). This can also have the added benefit of allowing applicants to prepare answers in 

advance, particularly in the case of interviews: “I just read off what I’ve revised basically you 

know, cause if I’m ready for that question, I’ll just say it as I’ve written it” (BD).  

Moreover, interviewees shared that stress and anxiety can be reduced by ensuring that 

information and instructions are constantly available during the procedure. For example, in 

the context of video interviews, one interviewee shared that providing written questions 

instead of having them delivered verbally can support performance: “Having it be on a screen 

rather than verbal reduced my anxiety by removing the fear of talking and messing up my 

words and what I am trying to say. The format of it staying on the screen whilst I answer also 

helps so that I don’t forget the question being asked” (EH). This was a sentiment also shared 

by another interviewee: “The question stayed up as a written question on the screen that I 

could look to and I had 20 seconds to think about the question […] with the 20 seconds, you 

don’t have to start talking straight away and your brain just actually like slows down and you 

can refer to the question because it’s written there and so that’s very, very helpful” (SN).  

However, this is not unique to video interviews; this could also be useful for face-to-face 

interviews, with one interviewee suggesting that interviewers provide a subset of the 

interview questions on a sheet of paper: “Perhaps they asked the question […] and they 

actually give you it in writing as well and then you’re just given that time to process the 

question, to understand it, but in writing” (BD). Having this information written down can 

help to support processing difficulties that can occur when under stress: “[written questions 

give] time to think OK right the information they’re asking here it means this, so then I can 

find that information in my brain if I have it for that answer” (BD).  
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Gamification 

Another suggested that gamification can lessen stress and anxiety and support 

performance as it can make pre-employment tests feel less like a test: “[gamification] makes 

it feel a little bit less like a test” (SS); “I think using things like games as a test can be fun and 

less tense” (TM). As such, gamification has the potential to mitigate some of the 

psychological barriers associated with test-taking. One interviewee also suggested that 

gamification can also help to support focus on the task at hand: “Maybe like game 

assessments could also be engaging […] the more passive something is, the harder it is 

generally speaking. So, if it’s a game and it’s like something quite quick and I have to like do 

then like that could be ok. I think in general, if something is more active and engaging, that’s 

the best thing” (SZ).  

Widen the focus of tests 

A penultimate way that interviewees suggested that stress and anxiety about the 

(perceived risk of) being overlooked for positions due to differences in thinking and 

pathways due to their neurodivergence was to widen the focus of pre-employment tests to 

capture a wider range of skills. To support this, one interviewee expressed a desire for pre-

employment tests to consider their application and skills more holistically and in the context 

of their main job responsibilities: “In an interview, no one would know how I am. When I 

write because I’m very detailed […] I think if I was just given another chance to show in a 

different way, I could have shown more” (BD). Likewise, another interviewee suggested that 

the time frame over which performance is evaluated could be widened to allow skills to be 

captured outside of a period of intense anxiety: “I did have another positive experience where 

I was given some tasks to complete, and I had about a week to do it. […] Having a week, you 

can’t stay in that period of stress for a whole week” (SN). 
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Accounting for neurodiversity 

Finally, interviewees expressed that pre-employment tests accounting for 

neurodiversity and different ways of thinking could provide some relief. In particular, one 

interviewee implied that greater flexibility in criteria could allow for neurodivergent 

applicants to show their full and authentic self: “As someone with ADHD that has different 

interests and so on, it can be a barrier because I think people want a very simple, 

straightforward story […] I don’t know how to put things down without feeling like I’m 

cutting off like half of myself” (SN). This interviewee further highlighted that their 

differences could help set them apart from other applicants: “People do different things and 

actually, I think that’s my strength” (SN). 

Furthermore, two interviewees suggested that built-in accommodations could benefit 

neurodivergent applicants: “In the ideal world ADHD and dyslexia would somehow be 

accounted for in the pre-employment tests, but then again we don’t always want to declare 

our SPDs up front” (NA). Moreover, having built-in accommodations available could reduce 

the need to declare conditions and the associated stigma. One interviewee implied that this 

could be as simple as toggles to change the interface: “I’d rather use dark background or dark 

mode when I’m reading in the in the screens, especially when I need to do deep thinking” 

(MH).  

Such accommodations are likely to benefit everyone, even if they are not 

neurodivergent. They could also be particularly helpful to those who are still learning to 

navigate their condition or awaiting a diagnosis and may not know they can ask for 

accommodations or which ones to ask for: “I have ADHD, but, you know, I was recently 

diagnosed in 2020. So, before that, I would have found the thing helpful, but I would not 

have known that is something that I could ask for” (SN).  
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Discussion 

This study sought to explore perceptions of pre-employment tests (i.e., CV screening 

interviews, and psychometric assessments) among neurodivergent applicants, considering 

both traditional approaches to pre-employment tests and more novel algorithmic assessment 

formats. Interviewees shared a variety of insights into the barriers that can present when 

taking pre-employment tests due to their neurodivergent way of thinking, as well as 

suggestions for how these barriers can be overcome. Thematic analysis of the interviews 

resulted in 18 codes across three themes: barriers that were the source of a stressful 

experience, desired support or adjustments that reduced stress and anxiety, and human 

presence in online tests. Interestingly, although interviewees spoke about general test-taking 

anxiety, concurring with prior research finding higher levels of test anxiety in neurodivergent 

individuals (Lewandowski et al., 2015; Nelson et al., 2014, 2015), many of the identified 

barriers associated with being a neurodivergent applicant also centred around the evocation of 

stress and anxiety, which could impact performance and accordingly result in frustration 

about performance being impacted, where some barriers were specifically identified as a 

result of being neurodivergent. Consequently, many of the identified accommodations served 

to lessen stress and anxiety. This finding was applicable across diagnosis groups, with each 

theme affecting interviewees representing multiple neurotypes, suggesting these concerns are 

not limited to particular conditions. 

Differences between traditional and algorithmic formats 

While a range of perceptions about pre-employment tests were shared, interviewees 

did not indicate that they had a strong preference for either format. Instead, many of the 

themes applied to both traditional and algorithmic formats with the exception of concerns 

about algorithms lacking sophistication, which could lead to applicants being overlooked 

since traditional career pathways can be more challenging for those who are neurodivergent 

(Flower et al., 2019; Verheul et al., 2016). It is important to note that some of the concerns 
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were more relevant to particular types of pre-employment tests, such as in the case of 

algorithms lacking sophistication, with these concerns raised in the context of CV screening 

tools. Additionally, concerns about the compatibility of the user interface and graphics with 

symptoms were relevant for both traditional and algorithmic assessments, although only 

traditional assessments delivered via a screen. Indeed, a large-scale study of over 171,000 

participants found paper-based comprehension to be stronger than digital-based (Delgado et 

al., 2018), meaning that interface considerations are likely to benefit all test-takers, not just 

those who are neurodivergent. 

Furthermore, one proposed way to alleviate some stress and anxiety, gamification, is 

mostly applicable to algorithmic formats that typically offer greater customisation compared 

to traditional formats. Indeed, a number of algorithmically scored game-based or gamified 

assessments have been developed in recent years, both commercially and for research 

purposes, including game-based assessments of cognitive ability scored using gameplay data 

(Auer et al., 2022; Leutner et al., 2023) and gamified image-based assessments of the Big 

Five scored using image choices (Hilliard, Kazim, et al., 2022a, 2022b). In line with the 

views expressed by interviewees, gamification is associated with several benefits including 

less test-taking anxiety (Leutner et al., 2023; Mavridis & Tsiatsos, 2017; Smits & Charlier, 

2011), greater satisfaction with test-taking experience (Georgiou & Nikolaou, 2020), and 

greater immersion (Leutner et al., 2021) compared to non-gamified assessments, where 

simply framing a task as a game can increase interest and enjoyment (Lieberoth, 2015). 

Game-based assessments often typically have shorter test-taking times compared to 

traditional assessment formats (Atkins et al., 2014; Leutner et al., 2021), something that can 

be supported by using machine learning to score assessments since the same or better 

measurement performance can be achieved with fewer features (Hilliard, Kazim, et al., 
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2022b), meaning that any anxiety experienced would be for a shorter period of time than with 

traditional measures.  

Moreover, one of the major distinctions identified between algorithmic and traditional 

formats was human presence. For some, the lack of human presence with algorithmic formats 

was a source of stress and anxiety, while for others, human presence when completing pre-

employment tests was anxiety-inducing. For the interviewees expressing the former, the lack 

of human presence was a concern due to less opportunity to ask questions and clarify 

requirements as well as less opportunity to present a more holistic picture of themselves. For 

the interviewees expressing the latter, human presence sourced as a distraction and elicited 

fear of judgement over performance. The former view concurs with the majority of the 

previous research into perceptions of algorithmic recruitment tools (Hilliard, Guenole, et al., 

2022), particularly studies investigating perceived social presence, or the extent to which 

interpersonal warmth and empathy are perceived during an interaction (Langer et al., 2019). 

For example, Kaibel et al. (2019) found that simply informing individuals that an algorithm 

will screen an online application instead of a human can result in the process being perceived 

as less personable, despite no actual interaction in the human evaluation condition. Moreover, 

a small-scale study with 33 professionals found that human ratings of interviews are judged 

as higher in human connection and interaction compared to algorithmic evaluations and were 

consequently preferred despite recognising that algorithmic judgements are more objective 

and standardised compared to human judgements (Mirowska & Mesnet, 2021). Furthermore, 

in concurrence with views expressed by interviewees that algorithms are less able to get a full 

picture of an applicant compared to humans, Lee (2018) reported that algorithms are 

perceived as lacking human intuition, making judgements based on keywords over skills, 

experience, and merit, as was the case for human reviewers.  
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Universal design  

Several of the identified barriers and associated accommodations can be mapped onto 

the concept of universal design (Doyle, 2023; The Center for Universal Design, 1997) , as 

can be seen in Table 15. While many of these considerations can be implemented for both 

algorithmic and traditional formats, such as providing verbal and written instructions, 

algorithmic assessments often provide more flexibility since they are typically taken on an 

applicant’s own device in a location of their choosing, meaning settings such as font size and 

brightness can be optimised to an individual’s needs by adjusting their device settings. On the 

other hand, adjusting the font size or contrast between the font and the colour of the paper 

may not be particularly feasible, especially if there was not an opportunity to request this 

ahead of time. 

Table 15 

Potential ways to overcome real and perceived barriers mapped to elements of universal 

design. 

Element of universal 

design 
Removal of barriers 

Equitable use Ability to change font size and compatibility with 

assistive technologies such as screen readers 

Flexibility in use Time considerations and other accommodations such 

as font size changes for those who need them 

Simple and intuitive 

design 

No unnecessary text, graphics, or other elements that 

may be confusing to navigate 

Perceptible 

information 

Provide instructions verbally and in writing, allowing 

candidates to refer back to them as needed 

Provide clear feedback or debriefs 

Tolerance for error Provide a back button or the option to retake 

questions 

Low physical effort Use of colours, fonts, and contrasts that are easy to 

read (i.e., dyslexia and colour-blind friendly) 

Size and space for 

approach and use 

Allowing applicants to take tests from a location of 

their choosing where possible 

It is important to carefully consider the impact that accommodations and general 

design considerations could have on the validity of assessments. For example, removing time 



 

 

197 

constraints might be something that could be implemented for personality assessments, but 

for cognitive ability assessments that use completion time as part of the scoring or for 

branching (e.g., Landers et al., 2021; Leutner et al., 2023)Landers et al., 2021; Leutner et al., 

2023), the assessment could need to be redeveloped and revalidated with a different design or 

scoring algorithm. As such, it is important to balance validity and job relevance with 

accessibility to maximise the utility of the pre-employment test. 

Disclosure and stigma 

As well as the focus on barriers to success and ways to overcome them, interviewees 

also spoke about the specific vulnerabilities that come with being a neurodivergent job 

seeker. In the first instance, the assessment itself could serve as an identifier of 

neurodivergence, with ADHD related to low levels of conscientiousness, for example (Nigg 

et al., 2002; J. D. A. Parker et al., 2004), due to inattention symptomology, which could be 

particularly problematic as conscientiousness is a strong predictor of performance (Barrick & 

Mount, 1991; Kuncel et al., 2010; Schmidt et al., 2016a; Schmidt & Hunter, 1998; N. 

Schmitt, 2014). Therefore, as pointed out by interviewees, outcomes from assessments could 

relate to neurodivergence and associated symptoms, which may put neurodivergent applicants 

at a disadvantage. This emphasises the need for using job analysis to inform selection 

processes to ensure that constructs being measured are job-relevant and that there is a range 

of knowledge, skills, and other abilities measured to reduce reliance on a single measurement. 

For example, given that those who are neurodivergent can have higher levels of creativity 

(Cope & Remington, 2022; McDowall et al., 2023) , measuring this for certain jobs for which 

creativity is important could level the playing field for neurodivergent applicants. Further, 

this highlights the need for greater efforts to identify adverse impact against neurodivergent 

applicants, particularly if certain traits have correlations with neurodivergence. This can not 

only help to ensure that pre-employment tests are not biased against those who are 

neurodivergent, but potentially could increase trust and reduce perceptions that pre-
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employment tests are not designed with neurodivergent applicants in mind. However, it is 

important that such actions are informed by job analysis to ensure that the abilities being 

assessed are relevant to the job role.  

Prior to even taking the pre-employment test, applicants may find themselves in a 

dilemma about whether to disclose their condition in order to access accommodations if they 

are not built in or able to be toggled on as needed. Indeed, while neurodivergent applicants 

may find accommodations useful, for some, the fear of stigma outweighs any potential 

benefits of accommodations, leading to a lack of disclosure (Bonaccio et al., 2020; Lindsay et 

al., 2021; Locke et al., 2017; McDowall et al., 2023). Interestingly, neurodivergent applicants 

can be more inclined to disclose their diagnosis during the application process or once having 

started a position than during an interview, with the fear of discrimination often driving a lack 

of disclosure (Romualdez, Heasman, et al., 2021). These concerns could be justified, with a 

field experiment of over 6000 accounting positions finding that disclosure of autism, or a 

spinal cord disability, during application led to 25% less employer interest compared to no 

disclosed condition, with this gap remaining for both junior and experienced CVs (Ameri et 

al., 2018). However, interestingly, disclosure of conditions can help to improve perceptions 

and judgements of neurodivergent individuals, as evidenced by several studies into autism 

disclosure. For example, Sasson and Morrison (2019) report that first impressions of autistic 

adults from videos of completing a social challenge task are less favourable than for 

neurotypical adults, but ratings significantly improve when they are labelled as being autistic, 

with similar findings also being found for ratings of individuals with ADHD based on 

vignettes (Jastrowski et al., 2007). Sasson and Morrison (2019) also found that those with 

greater knowledge of autism also rated autistic adults labelled as such higher than those with 

less knowledge. Similarly, Gillespie-Lynch et al. (2015) found that an online training course 

that educated college students on topics such as autism diagnostic criteria and processes, 
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prevalence, and stigma effectively increased autism knowledge and decreased stigma from 

baseline. As such, one way to decrease the stigma of neurodivergent applicants could be to 

educate hiring managers on the conditions and their associated strengths, potentially taking 

inspiration from programs such as Autism at Work (Woo, 2019).  

Limitations and future directions 

Although the interviewees represented a diverse group of people in terms of their 

ethnicity, gender, and age, and multiple neurotypes were present, the sample size was 

relatively small, and the recruitment of interviewees via LinkedIn and the offering of Amazon 

UK vouchers as compensation may have limited the diversity of insights of interviewees. 

Nevertheless, despite the small sample size, an interpretative point of saturation (Braun & 

Clarke, 2019) was reached towards the final interviews, where interviewees were providing 

similar views and there was a lack of new insights. Notwithstanding this, future research 

should aim to collect insights from a more diverse group, taking a cross-cultural approach 

and going beyond the diagnoses focused on in the current study.  

Further, given that the current study aimed to establish preliminary insights about how 

neurodivergent adults perceive pre-employment tests and it was desirable to have as many 

eligible to take part as possible, the interviews asked about (algorithmic) pre-employment 

tests in general and did not focus on a specific type of test. To build on these findings and 

provide more actionable insights to inform the design of pre-employment tests, future 

research could focus on how experiences vary for a particular type of pre-employment test 

among neurodivergent adults, particularly since perceptions can vary depending on test type 

and where in the funnel it is used (Hilliard, Guenole, et al., 2022). Specifically, future studies 

could explore the impact of assessment format for neurodivergent individuals on outcomes 

such as test-taking anxiety, engagement, and motivation, as well as specifically explore how 

assessment format interacts with neurodivergent ways of thinking to ensure pre-employment 

tests are as accessible to as many different needs as possible. This could also be expanded by 
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exploring the relationship between these outcomes and performance to help ensure equality 

of outcomes for neurodivergent applicants. 

Conclusion  

This study provides some preliminary insights into how pre-employment tests are 

perceived among neurodivergent adults, an area that is very much under-explored in the 

literature. While significant headway has been made in recent years towards more inclusive 

education and workplace supports, there is still a long way to go to ensure that pre-

employment tests do not pose unnecessary psychological or physical barriers for 

neurodivergent job applicants that result in an unpleasant experience or impact performance. 

It is vital that pre-employment tests are created with universal design in mind and that any 

accommodations are informed by research and best practices in order to maximise inclusivity 

and reduce sources of stress and anxiety.  

Novel assessment formats present a unique opportunity to ensure that those with 

different ways of thinking do not become alienated or experience high levels of anxiety and 

stress due to incompatibility with different ways of thinking. This is particularly due to their 

highly customisable nature that facilitates a more gameful and immersive experience and 

allows accommodations to be built in by considering universal design. Further research is 

needed to explore specific considerations that can be implemented to ensure that pre-

employment tests in any format are as accessible to different needs as possible and further 

investigate the effect of test format on the performance of neurodivergent applicants. 
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Abstract 

Despite their use rapidly growing in recent years and their potential to benefit 

neurodivergent job applicants, there is a lack of understanding of how applicants experience 

image-based selection assessments. As such, this study sought to provide some first data on 

the fairness of image-based selection assessments for neurodivergent test-takers. Study Five 

quantitatively measured the test-taking experience of neurotypical test-takers and individuals 

with ADHD, dyslexia, or autism on an image- and questionnaire-based assessment, finding 

that neurotypical test-takers had a more positive experience than neurodivergent on both 

formats and that the image-based format did not improve the test-taker experience relative to 

the questionnaire-based format. Moreover, the questionnaire-based format was rated as more 

compatible with their neurotype than the image-based by test-takers with autism and ADHD 

and autism, while there was no difference in compatibility for other neurotypes. While it was 

rated as fairer, the image-based format was rated higher in external attribution and lower in 

concentration and ease by neurodivergent test-takers. Study Six investigated how accurate 

algorithms trained on the general population were when applied to neurodivergent test-takers 

and subgroup differences in scores. Convergent validity with the questionnaire-based 

measure of personality was similar for neurodivergent and neurotypical test-takers and 

subgroup differences were acceptable. Results provide initial insights into the effects of 

personality assessment format on the assessment experiences of different neurotypes. Test 

publishers and hiring managers may use this information to create more inclusive assessment 

processes. Limitations and implications are discussed. 
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Introduction  

Applicant reactions to an organisation’s selection procedures can have important 

implications for the talent that companies can attract and onboard given their influence on 

organisational attractiveness and the likelihood of an applicant accepting a job offer 

(Chapman et al., 2005; Hausknecht et al., 2004). Considering the current labour shortages 

(Office for National Statistics, 2021a) and the so-called war for talent (Chambers et al., 

1998), organisations must maximise candidate experience during pre-employment testing. To 

address this challenge, employers are increasingly turning to novel assessment formats for 

their pre-employment tests, including game- and image-based assessments, many of which 

use algorithms to make decisions on the suitability of candidates (Albert, 2019; Guenole et 

al., 2023). Indeed, recent estimates suggest that around 25% of businesses are using 

intelligent automation in their talent management practices, particularly recruitment and 

hiring (Maurer, 2022), and 7% of organisations are fully automating their talent sourcing 

(Laurano, 2022). However, the use of algorithmic tools can raise a number of ethical 

concerns surrounding bias, consent, explainability, and transparency (Hunkenschroer & 

Luetge, 2022; Tippins et al., 2021), highlighting the need to research how to combine insights 

from computer science and industrial-organisational psychology to effectively mitigate bias 

in technical ways.  

There is also a growing field of research exploring perceptions of and reactions to 

algorithmic recruitment tools from the test-taker perspective, particularly concerning their 

perceived procedural fairness. As such, we begin by exploring the procedural fairness of and 

reactions to algorithmic tools before exploring the benefits of image-based assessments. We 

then examine how neurodivergent test-takers may have differential experiences with pre-

employment tests compared to neurotypical, which could impact the procedural fairness of 

tools, and how image-based formats may be beneficial for neurodivergent applicants due to 
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their benefits including reduced test-taking anxiety and support for more visual ways of 

thinking that are associated with being neurodivergent. Subsequently, we describe two 

quantitative studies.  

Study Five explored the experiences of test-takers with ADHD, dyslexia, or autism 

who completed a questionnaire-based and image-based assessment of personality and aimed 

to investigate within- and between-group differences in experiences and format preferences, 

where test-taking experience was measured in terms of test ease, comparative anxiety, 

external attribution, (lack of) concentration, fairness, and motivation, and format preferences 

were measured through the neurodivergent compatibility scale. Study Six aimed to 

investigate whether scoring algorithms developed for the image-based assessment using a 

general population were equally accurate when applied to neurodivergent test-takers and the 

presence of subgroup differences. Overall, there was a lack of significant difference in the 

test-taking experience between the two formats, although qualitative insights suggested that 

the image-based format was easier to concentrate on, refreshing, and more enjoyable. For 

neurodivergent test-takers specifically, the questionnaire-based format elicited greater 

concentration, was perceived as easier, and was lower in external attribution, while the 

image-based assessment was perceived as fairer by neurodivergent test-takers. Additionally, 

only those with a diagnosis of ADHD and autism or just autism reported significant 

differences in format compatibility, favouring the questionnaire-based format, and dyslexic 

test-takers reported both formats to be more compatible with their neurotypes than these 

groups. Furthermore, the scoring algorithms generalised well to the neurodivergent test-takers 

with similar convergent validity to the training and test data as well as neurotypical test-

takers from the current study and result in acceptable subgroup differences. This chapter 

provides first data on neurodivergent experiences with image-based formats and supports the 
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assumption that well-developed scoring algorithms can be applied to neurodivergent test-

takers. 

Fairness perceptions of algorithmic recruitment tools 

In the context of selection, fairness is a social construct that represents whether test-

takers perceive recruitment tools to provide equitable treatment and comparable access for 

individuals with differing needs, as well as whether outcomes are free from bias (SIOP, 

2018). Research into fairness perceptions of recruitment tools typically centres around 

Gilliland’s (1993) model of organizational justice, which conceptualises fairness perceptions 

into two broad categories: distributive justice and procedural justice. Here, distributive justice 

concerns equity, equality, and the fulfilment of needs while completing pre-employment tests, 

while procedural justice is concerned with the procedure used to conduct a pre-employment 

test. In the context of algorithmic recruitment tools, investigations of fairness perceptions 

typically focus on the latter (Hilliard, Guenole, et al., 2022), sometimes examining procedural 

justice in terms of specific views such as social presence, interpersonal treatment, perceived 

behavioural control, and consistency (Langer et al., 2019). When examining procedural 

justice at the overall level, findings are often mixed depending on the tool being studied and 

where it comes in the recruitment funnel. Indeed, algorithmic recruitment tools used at the 

beginning of the funnel to filter applicants are often seen as fairer than tools used at later 

stages in the funnel, such as for conducting interviews (Köchling et al., 2022). Moreover, 

although a game-based situational judgement test was judged to be fairer than a traditional 

equivalent (Georgiou & Nikolaou, 2020) , there is a lack of preference for algorithmically 

scored versus human-scored asynchronous video interviews (H. Y. Suen et al., 2019). Instead, 

it is likely the synchronicity that drives perceptions (Griswold et al., 2022; H. Y. Suen et al., 

2019).  

When examining perceptions at a more granular level, an interesting finding emerges 

– although algorithmic tools are perceived as more objective, they are seen as less fair due to 
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less perceived behavioural control (Kaibel et al., 2019). In other words, test-takers believe 

they are less able to influence the outcomes of algorithmic tools compared to assessments 

judged by human raters (Langer et al., 2019) because algorithmic tools are not able to make 

exceptions for candidates like humans might be able to (Hilliard, Guenole, et al., 2022). 

Likewise, algorithmic formats are perceived as lower in human presence, or have less of an 

opportunity to form an interpersonal connection (Langer et al., 2019), than assessments rated 

by humans even when the human-rated assessments did not involve any direct interaction 

with humans (Kaibel et al., 2019; Mirowska & Mesnet, 2021). However, the lack of human 

motive when algorithmic tools are used also gives rise to another interesting phenomenon - 

gender discrimination in hiring is proposed to result in less moral outrage when 

discrimination occurs due to an algorithm versus human biases (Bigman et al., 2022). This is 

because human decision-making can be driven by stereotypes and prejudices whereas 

algorithmic decisions cannot be prejudicially motivated (Bigman et al., 2022). Overall, there 

is a lack of consensus on exactly how fair algorithmic tools are perceived to be.  

Reactions to novel assessment formats 

The same can be said for emerging research into applicant reactions to novel and 

algorithmic assessment formats compared to traditional formats, where applicant reactions 

refer to how selection procedures are perceived and responded to by applicants (McCarthy et 

al., 2017). For example, Leutner et al. (2021) found that game-based measures of emotional 

intelligence and a video interview designed to measure conscientiousness found the novel 

assessment formats were judged to be significantly more immersive and better designed than 

questionnaire-based measures of the same traits. Similar findings have also been reported for 

a gamified situational judgement test; compared to a standard (non-gamified) situational 

judgement test, the game-based test was reported to be perceived as more satisfying and 

resulted in greater organisational attractiveness (Georgiou & Nikolaou, 2020). Moreover, 

game-based assessments elicit less test-taking anxiety compared to traditional formats 
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(Georgiou & Nikolaou, 2020; Mavridis & Tsiatsos, 2017) and can offer shorter test-taking 

times compared to traditional formats (Atkins et al., 2014; Leutner et al., 2021), therefore 

subjecting test-takers to any remaining test-taking anxiety for a shorter period of time and 

limiting the duration of high cognitive demand. These findings concur with results from 

sentiment analysis of online reviews of mobile apps for game-based assessments, where the 

overall sentiment was positive and the most commonly expressed emotion in reviews was joy 

(al‐Qallawi & Raghavan, 2022).  

However, a more recent study found conflicting findings, where reactions to a game-

based assessment of cognitive ability were worse than for a pencil-based agility test in terms 

of face validity, predictive validity, procedural justice, opportunity to perform, procedural 

justice, and organisational attractiveness. Moreover, males and participants with more video 

game experience had more positive perceptions than females and those with less video game 

experience (Ohlms et al., 2023). However, these findings could be confounded by the use of a 

computer in the delivery of the game-based assessment, where a general preference for paper-

based formats might influence perceptions of the computer-based game-based assessment. On 

the other hand, the previously examined studies compared alternative formats with 

traditional, computer-based formats such as online questionnaires. Further, there has been a 

move towards computer-based and proctored internet testing within the last two to three 

decades, even before the rise of algorithmic based assessments (Tippins et al., 2006), 

meaning that paper-based tests may not be an accurate representation of the current pre-

employment test landscape.  

Image-based formats and neurodiversity  

Although there has been less research into image-based formats compared to other 

novel formats such as game-based and gamified assessments, like other formats, they can 

offer shorter testing times than questionnaire-based formats (Hilliard, Kazim, et al., 2022b) 

since images elicit stronger reactions and preferences compared to text (Meissner & 
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Rothermund, 2015), meaning it can be easier and therefore quicker to make a decision with 

an image-based format. This could have benefits for individuals who are neurodiverse, 

particularly job seekers with ADHD who may struggle to concentrate on unengaging, lengthy 

tests compared to neurotypical test takers (A. Mueller et al., 2017). Furthermore, the fact that 

image-based assessments are language agnostic could have benefits for individuals with 

dyslexia who can have difficulty processing written information and have a preference for a 

visual way of thinking (De Beer et al., 2014) by reducing cognitive demands. This may also 

be beneficial to individuals with ADHD who can be more reliant on visual processing due to 

deficits in verbal processing (Fassbender & Schweitzer, 2006). The more game-like nature of 

image-based assessments may also help to alleviate or reduce test-taking anxiety, which can 

be especially beneficial for neurodivergent applicants, who are more prone to test-taking 

anxiety than neurotypical populations (Lewandowski et al., 2015; Nelson et al., 2014, 2015). 

This is important to address since test-taking anxiety can impact performance (Hembree, 

1988; McCarthy & Goffin, 2005). However, given the reliance on interpreting social cues 

depictured when using an image-based format and autistic individuals have an atypical 

approach to interpreting and processing social cues (Ashwin et al., 2015), autistic test-takers 

may have less positive perceptions of the image-based formats than other neurotypes. 

Informed by this research and the findings of Study Four, we hypothesise: 

H3: There will be differences in the experiences of neurotypical and 

neurodivergent test-takers. Specifically: 

H3.1: Neurotypical test-takers will have a more positive overall test-taking 

experience than neurodivergent test-takers for the questionnaire-based format. 

H3.2: Neurotypical test-takers will have a more positive overall test-taking 

experience than neurodivergent test-takers for the image-based format. 
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H3.3: Neurotypical test-takers will have a more positive experience compared 

to neurodivergent test-takers on the image-based format across the six 

dimensions of test-taking experience (comparative anxiety, test-ease, 

concentration, fairness, external attribution, and motivation). 

H4: There will be differences in the test-taking experience for the image-based 

and questionnaire-based formats. Specifically: 

H4.1: Test-takers will rate image-based formats as having a better test-taking 

experience than the questionnaire-based format.  

H4.2: The image-based assessment will be rated higher across the six 

subscales of test-taking experience (comparative anxiety, test-ease, 

concentration, fairness, external attribution, and motivation) compared to 

questionnaire-based measure. 

H5: There will be differences in format compatibility for neurodivergent test-

takers. Specifically: 

H5.1: Neurodivergent test-takers will rate the image-based assessment more 

positively across the six subscales of test-taking experience (comparative 

anxiety, test-ease, concentration, fairness, external attribution, and motivation) 

compared to the questionnaire-based measure. 

H5.2: Neurodivergent test-takers rate the image-based formats as more 

compatible with their neurotype than the questionnaire-based format. 

H5.3: Test-taker neurotype will influence whether the image or questionnaire-

based format is rated as more compatible with neurotype. 

Moreover, machine learning based scoring algorithms for image-based assessments 

generalise well to unseen samples (Hilliard et al., 2022b,2022a) and recent research has 

indicated that algorithms trained in a low-stakes context are generalisable to high-stakes 
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contexts (Stevenor et al., 2024). With this in mind, and given that around 20% of the 

population is neurodivergent (Doyle, 2020) and therefore likely present in the data used for 

algorithm training, we hypothesise that: 

H6: Scoring algorithms developed using the general population will generalise 

well to neurodivergent test-takers, having similar levels of accuracy. 

Study rationale  

The potential of novel assessment formats to make pre-employment tests more 

accessible is currently underexplored, with the only study investigating the impacts of 

alternative selection formats on neurodiverse candidates focusing solely on autistic 

individuals and the outcomes of the assessment instead of how it was experienced. Indeed, 

Willis et al. (2021) compared the performance of autistic and non-autistic job seekers on two 

packages of game-based assessments of cognitive ability and found mixed results, where 

there was no difference for the package containing the maths and memory game, but non-

autistic test takers scored higher on the package containing the sequencing game compared to 

autistic participants.  

The unique strengths of neurodiverse candidates, such as creativity, intense focus on 

interesting work, and out-of-the-box ways of thinking that can support problem-solving 

(Beetham et al., 2017; Cope & Remington, 2022; De Beer et al., 2014; Hoogman et al., 2020; 

Kannangara et al., 2018; McDowall et al., 2023; Sarkis, 2014; Sauter & McPeek, 1993; 

Sedgwick et al., 2019; Steele et al., 2021; Weinberg & Doyle, 2017), can be desirable to 

employers. As such, given the fact that experiences of pre-employment tests can influence job 

acceptance and organisational attractiveness (Chapman et al., 2005; Hausknecht et al., 2004), 

it is in the interest of both candidates and employers to determine how alternative assessment 

formats are perceived and experienced by neurodivergent individuals and whether these 

potential advantages that they might offer can be realised.  
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Therefore, this study sought to understand reactions to an image-based measure of 

personality that is scored using machine learning and designed for use in selection compared 

to a questionnaire-based measure of the same traits. Test-taking experiences were 

investigated for neurodivergent adults with a diagnosis of ADHD, dyslexia, or autism, as well 

as neurotypical adults. How well the scoring algorithms for the image-based format applied 

to neurodivergent test-takers was also investigated. Specifically, Study Five sought to 

understand how test-taking experience varied for neurotypical and neurodivergent test-takers, 

whether an image-based format improved experience relative to a questionnaire-based 

format, and how the two formats were experienced by neurodivergent test-takers specifically, 

including their compatibility with different ways of thinking. Study Six examined the 

performance of the scoring algorithms for the image-based assessment, that were developed 

using a general population, for the neurodivergent test-takers compared to neurotypical test-

takers and the test set performance during algorithm training and explored the presence of 

subgroup differences. As such, Study Five tested H3-H5 and Study Six tested H6.  

Although we realise that self-diagnosis is valid, and that official diagnosis can be 

difficult to obtain, a dichotomous approach was taken for this exploratory study to create 

more delineation and pave the way for future studies that may take a more nuanced approach 

(Romualdez, Walker, et al., 2021).  

Study Five 

Study Five sought to compare the experience of neurodivergent and neurotypical test-

takers on an image-based and questionnaire-based personality assessment, investigate 

whether an image-based format resulted in a better test-taking experience, and how 

compatible the image-based format was for neurodivergent ways of thinking for adults with a 

diagnosis of ADHD, autism, and/or dyslexia.  
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Method  

Participants 

Participants were recruited through the panel provider Prolific Academic, with 

eligibility contingent on English fluency and being employed either full-time or part-time. 

For the panels seeking to recruit neurodivergent respondents, eligibility was also contingent 

on having a diagnosis of ADHD, dyslexia, or autism spectrum disorder depending on what 

diagnosis population the panel was looking to recruit. On the other hand, for the neurotypical 

panel, eligibility was contingent on not having a diagnosis of any of these conditions nor 

anxiety disorder, depression, other mental health diagnosis, or mild cognitive impairment to 

control for other neurotypes.  

566 individuals successfully completed the study across the neurotypical and 

neurodivergent panels. Of those that were neurodivergent, 102 had a diagnosis of ADHD, 88 

had autism spectrum disorder, 86 had dyslexia, 72 had ADHD and autism, 43 had dyslexia 

and ADHD, 15 had dyslexia and autism, and 14 had dyslexia, autism, and ADHD. Therefore, 

a dyslexia neurotype was present in 158 participants, ADHD in 231, and autism in 189. 

Additionally, there were 146 neurotypical participants.  

There was a relatively even split between male (n = 270) and female (n = 275) 

respondents, with 20 identifying as another gender. Participant ages ranged from 18 to 73 (M 

= 33.23, SD = 11.49). The majority (n = 425) of participants were White, followed by Black 

(n = 76), Hispanic/Latino (n =24), and Asian (n = 22). Additionally, nine represented two or 

more ethnic groups and eight represented another ethnic group. 64 had less than one year of 

work experience, 78 had 1-2 years, 111 had between two and 5 years, 98 had five to ten 

years, and 215 had over 10 years of work experience. Most (n = 170) participants resided in 

the UK, with other well-represented countries including South Africa (n = 79), Poland (n = 

49), the United States (n = 47), and Portugal (n = 40).  
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Procedure  

Upon enrolling in the study through their Prolific dashboard, participants were 

redirected to Qualtrics where they were informed of the purpose of the research – to 

investigate perceptions of different formats of selection assessments – and that it was being 

carried out as part of a doctoral research project, where findings of the study may also be 

published in an academic journal. They were also provided with contact details for the 

research team. 

After consenting, respondents then provided demographic information before 

completing the questionnaire- and image-based assessments and perception scales for each. 

At the start of each of the two personality assessments, participants were asked to imagine 

that they were taking the assessment as part of a job application process where success would 

be dependent on the outcomes. The order of completing the image- and questionnaire-based 

assessment was randomised to account for order effects.  

To complete the image-based assessments, participants followed a hyperlink in the 

survey to an external webpage before returning to the previous tab to resume the survey. 

Participants signed up for the image-based assessment using their Prolific ID, which was 

embedded in the Qualtrics survey for participants to copy and paste so that their responses 

could be tied back to them.  

Three attention checks were included in the survey, which asked participants to select 

a particular answer to demonstrate that they were paying attention, where those that passed 

two or more attention check questions were approved for the panel. The survey typically took 

30 minutes to complete, with each assessment format estimated to take around six to eight 

minutes to complete. 

Measures  

Image-based personality assessment. Based on the conceptual model of career 

success by Hogan et al. (2013), the image-based assessment was developed for use in 
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recruitment as part of an unpublished commercial project. The assessment measures a number 

of traits across personality and creativity, namely cognitive flexibility (Martin & Rubin, 

1995), curiosity and exploration (Kashdan et al., 2009), benevolence (Thornton & Kline, 

1982), core self-evaluations (Judge et al., 2003), openness to experience, agreeableness, 

extraversion, emotional stability (Goldberg, 1992), self-discipline, dutifulness, and 

achievement-striving (Costa & McCrae, 1992).  

The image-based assessment presents test-takers with a series of questions that have 

between two and five image response options, where test-takers are asked to pick which 

image they identify with most. Questions either present a scenario and ask respondents how 

they would react/feel or simply ask which image is most like them. An example of each can 

be seen in Figure 7. A small number of questions were accompanied by an adjective or short 

phrase to reduce ambiguity. The assessment is scored using machine learning based 

predictive algorithms and has good convergent validity with questionnaire-based measures of 

the same traits: .60 for openness, .65 for achievement, .73 for extraversion, .62 for 

agreeableness, and .71 for emotional stability. Scores also correlate well with self-reported 

performance on the Individual Work Performance Questionnaire (Koopmans et al., 2014; 

openness: r = .35, achievement-striving: r = .53, extraversion r = .27, agreeableness r = .30, 

emotional stability r = .43) and the Work Effort Scale (De Cooman et al., 2009; openness: r = 

.34, achievement-striving: r = .57, extraversion r = .25, agreeableness r = .31, emotional 

stability r = .37). 
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Figure 7  

Examples of the image-based assessment items. a) is mapped to the “Like to solve complex 

problems.” statement from openness to experience. b) is mapped to the “Have difficulty 

starting tasks” statement from the self-discipline facet of conscientiousness. 

 

 

Questionnaire-based assessment – The 50-item International Personality Item Pool 

(IPIP) scales (Goldberg, 1992) – a widely used, validated personality assessment that 

measures the Big Five personality traits using a five-point Likert scale – was used as the 

questionnaire-based assessment. The 10 conscientiousness items were swapped for 10 

achievement-striving items from the IPIP representation of Costa and McCrae’s (1992)  

NEO-PI-R Facets scale to converge with the facet-level measurement of conscientiousness in 

the assessment.  

Test-taking experience. Test-taking experience for both formats was measured using 

scales and subscales selected based on themes identified from the interviews described in 

Study Four. As elaborated below, the majority were measured using existing subscales from 

the Test Attitude Survey (Arvey et al., 1990) and the Selection Procedural Justice Scale 

(Bauer et al., 2001). However, there was a lack of existing measures that addressed 

compatibility with the different ways of thinking that are associated with neurodiversity, so a 

custom scale was developed. Perceptions of each format were rated using the following 

measures on a five-point Likert scale: 

a) b

) 
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• Subscales from the Test Attitude Survey (Arvey et al., 1990) that was specifically 

developed to measure perceptions of pre-employment tests: 

o Motivation – five items from the motivation subscale that measure whether 

respondents tried their best on the test. 

o Concentration – the four-item lack of concentration subscale that measures 

whether respondents were distracted during the test and were reversed such 

that higher scores were indicative of greater concentration. 

o Comparative anxiety – five items from the comparative anxiety subscale 

measuring anxiety and nervousness during the test. 

o Test ease – the four-item test ease subscale that measures the extent to which 

the assessment was too easy or too difficult.  

o External attribution – the five-item external attribution subscale that 

measures how factors such as preoccupation with time, pressure, and well-

being influence performance.  

• Fairness – the four-item chance to perform subscale from the Selection Procedural 

Justice Scale (Bauer et al., 2001), which was derived from Gilliland’s (1993)  

procedural justice rules. 

• Neurodivergent Compatibility Questionnaire (Completed by neurodivergent 

participants only) – a five-item scale developed using quotes from the interviews 

conducted in Study Four with neurodivergent adults that measures whether the format 

was compatible with test-takers’ neurotypes. Scores were reversed such that a higher 

score indicated greater compatibility.  

• Open-ended responses – participants, regardless of whether they were neurotypical 

or neurodivergent, were able to provide open-ended responses to four questions for 

each format that asked if they i) had anything to share about how the test format 
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affected their motivation, ii) the difficulty of the test format, iii) whether anything 

about the test format caused anxiety, or iv) how the test format might affect their 

chances of getting a job. 

Results 

Study Five sought to examine whether: 

• There are differences in the experiences of neurotypical and neurodivergent 

test-takers (H3). 

• There are differences in the test-taking experience for the image-based and 

questionnaire-based formats (H4). 

• There are differences in format compatibility for neurodivergent test-takers 

(H5). 

As a first step, the internal validity and factor structure for the neurodivergent 

compatibility scale were examined before each hypothesis was tested in turn. 

Neurodivergent compatibility scale 

The neurodivergent compatibility scale was created to measure the compatibility of 

the two assessments with neurodivergent ways of thinking based on the interviews described 

in Study Four due to a lack of an existing scale. Each statement in the scale was directly 

informed by quotes from the interviews, as can be seen in Table 16. 
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Table 16 

Interview quotes informing each statement in the Neurodivergent Compatibility Scale.  

Item Interview quotes 

1. The amount of text used 

in the assessment affected 

my performance due to my 

neurodivergent way of 

thinking 

“There is a lot of like maybe writing is OK because it's active like 

lots of reading, for instance, that's hard” 

 

It does take maybe some time to understand written stuff on the 

computer. I'm very good at reading on paper and pick up a lot 

quicker, but when's the computer I don’t know if it is the brightness 

or what it is so and it's like I struggled a bit. The first question they 

asked and they actually give you it in writing as well and then 

you're just given that time to process the question, to understand it, 

but in writing. the question stayed up as a written question on the 

screen that I could look to 

 

Having it be on a screen rather than verbal reduced my anxiety 

2. The graphics used in this 

measure affected my 

performance due to my 

neurodivergent way of 

thinking 

That’s not to say the graphics of the program shouldn’t be 

considered. High contrast is really hard with dyslexia so an 

interface that is easy for me to physically read makes the world of 

the difference. I’d rather use a dark background or dark mode when 

I'm reading the screens, especially when I need to do deep thinking. 

3. I felt overstimulated due 

to sensory issues 

exacerbated by the 

assessment format 

Just the fact that I can turn off the brightness allows me to focus on 

the problem itself, rather than having to use a bit of energy to 

ignore the brightness from the screen 

 

High contrast is really hard with dyslexia so an interface that is 

easy for me to physically read makes  

 of the difference 

 

I’d rather not see you or not having to take your input at the same 

time because then that distracts me from my thought process trying 

to elaborate my answer. 

4. This assessment was not 

designed for people with 

my neurodivergent way of 

thinking 

I think pre-employment tests are generally not suitable for everyone 

 

most assessments are not designed to be inclusive.AI I think it's 

much less diverse  

5. This assessment format is 

inclusive of different ways 

of thinking 

Personality assessments are very, again they are biased towards 

80% of the population right 

 

AI, I think it's much less diverse 

 

I think probably an area that is well-adjusted for bias is more 

reliable than a human being 

 

algorithms in general amplify human biases, and this is a very 

strong bias that you have just even among humans. I feel they 

might be biased 

Is there anyone/ a particular group that you feel they would be more 
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biased against? 

Yeah Neurodivergent people like me 

6. I feel that the format of 

the assessment would affect 

my chances of getting a job 

due to my neurodivergent 

way of thinking 

I applied for a job a couple of times and I was very open about it 

and I think that they didn't hire me because I said I was autistic. In 

the ideal world, ADHD and dyslexia would somehow be accounted 

for in the pre-employment tests, but then again we don’t always 

want to declare our SPDs up front so it’s a difficult situation either 

way. 

To examine the factor structure of the neurodivergent compatibility scale, principal 

component analysis was conducted for responses to the scale for the questionnaire-based 

measure and image-based assessment. First, correlation matrices were created for responses 

to each assessment format. As can be seen in Table 17, with the exception of question five, 

the questions have moderate intercorrelations, suggesting they measure the same underlying 

factor.  

Table 17 

Correlation matrix for questions in the custom neurodivergent compatibility scale.  

 1 2 3 4 5 6 

Question 1 - .469** .468** .369** .093* .293** 

Question 2 .536** - .504** .549** .230** .537** 

Question 3 .476** .514** - .537** .255** .379** 

Question 4 .404** .302** .294** - .491** .596** 

Question 5 .123** .037 .043 .412** - .198** 

Question 6 .422** .354** .321** .555** .170** - 

Note. Correlations for the image-based and questionnaire-based formats are above and below 

the diagonal, respectively. 

The intercorrelations between the questions on the scale were further confirmed by 

Bartlett’s test of sphericity, which had a p-value < .001 for both the questionnaire- and image-

based measures, indicating that the item correlations do not form an identity matrix (M. S. 

Bartlett, 1950). Moreover, the Kaiser-Meyer-Olkin values for the questionnaire-based and 

image-based assessments were .750 and .780, respectively, above the desirable .70 threshold 

(Kaiser, 1974). These statistics indicated that the variables were suitable for factor analysis 

(M. S. Bartlett, 1950; Kaiser, 1974).  
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As such, principal component analysis with varimax rotation was carried out for the 

scale for ratings on both the image- and questionnaire-based format. As can be seen in Table 

18 and Table 19, the initial analysis resulted in the extraction of one component for the 

image-based measure and two components for the questionnaire-based measure, where 

questions one to three formed one factor and questions four to six formed another. 

Table 18 

Component matrix for the image-based measure.  

Item Loading 

Question 4 .844 

Question 2 .795 

Question 3 .751 

Question 6 .725 

Question 1 .627 

Question 5 .481 

Table 19 

Component matrix for the questionnaire-based measure. 

 

Given the discrepancy between the factor structures for the scale for the two 

assessment formats and the fact that question five had low correlations with the other 

questions in the scale, the principal component analysis was repeated without question five. 

This resulted in a KMO value of .772 and .803 for the questionnaire- and image-based 

assessments, respectively, increasing from the initial values. The p-value for Bartlett’s tests 

remained < .001. As seen in Table 20, principal component analysis extracted a single factor 

for both the questionnaire- and image-based measure, with one component explaining 

53.52% and 57.86% of the variance, respectively.  

 

Unrotated solution Varimax rotated solution 

Item Component 1 Component 2 Item Component 1 Component 2 

Question 1 .774 -.210 Question 2 .821  

Question 4 .727 .463 Question 3 .788  

Question 6 .722 .170 Question 1 .768 .233 

Question 2 .719 -.400 Question 5 -.136 .836 

Question 3 .687 -.388 Question 4 .370 .778 

Question 5 .328 .781 Question 6 .522 .527 
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Table 20 

PCA factor loadings for the five-item neurodivergence scale for both assessment formats. 

Item 
Factor loading 

Questionnaire-based Image-based 

Question 1 .788 .663 

Question 2 .746 .814 

Question 3 .712 .760 

Question 4 .688 .814 

Question 6 .720 .742 

 

Confirmatory factor analysis was subsequently conducted for both the questionnaire- 

and image-based measures to further confirm the factor structure of the neurodivergent 

compatibility scale. As can be seen in Table 21, the model had a better fit for ratings of the 

image-based assessment than the questionnaire-based assessment, with the CFI value 

exceeding the recommended .90 threshold and the TLI value just shy of the same threshold, 

indicating a good model fit. On the other hand, although the SRMR values for both formats 

were below the recommended .08 threshold, the RMSEA value exceeded the recommended 

.05 threshold. Overall, the model had an acceptable fit for the two formats. Measurement 

Models can be seen in Figure 8. 

Table 21 

Confirmatory factor analysis results for the questionnaire- and image-based measure. 

Format χ2 df RMSEA SRMR CFI TLI 

Questionnaire 72.15** 5 .18 .07 .88 .76 

Image-based 44.15** 5 .14 .05 .94 .89 
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Figure 8 

Measurement Model for the Confirmatory Factor Analysis (CFA) for the questionnaire-based 

assessment (a) and image-based assessment (b).  

 

 

Furthermore, internal reliability analysis of the five-item scale resulted in an alpha 

value of .836 (.782 for the questionnaire-based measure and .817 for the image-based 

measure), with no items indicated to improve the value if removed (see Table 22).  

Table 22 

Internal reliability analysis for the questionnaire and image-based assessment.  

Item 

Questionnaire-based Image-based 

Corrected 

Item-Total 

Correlation 

Squared 

Multiple 

Correlation 

Cronbach's 

Alpha if Item 

Deleted 

Corrected 

Item-Total 

Correlation 

Squared 

Multiple 

Correlation 

Cronbach's 

Alpha if 

Item Deleted 

Question 1 .621 .404 .719 .503 .293 .811 

Question 2 .565 .383 .738 .676 .460 .760 

Question 3 .528 .330 .751 .609 .398 .781 

Question 4 .518 .346 .754 .673 .492 .762 

Question 6 .554 .369 .742 .581 .418 .789 

 

Differences in experiences of neurotypical and neurodivergent test-takers 

H3 predicted that there would be differences in the overall test-taking experience of 

neurotypical and neurodivergent test-takers for both the questionnaire-based and image-based 

assessment. Principal component analysis with Varimax rotation indicated that the six rating 

scales (motivation, concentration, anxiety, ease, fairness, and attribution) could be reduced to 

a single component that explained 50.33% and 42.91% of the variance for the image-based 

and questionnaire-based format, respectively. As such, an overall experience score was 

a b 
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calculated for each format. To do so, comparative anxiety and external attribution were 

reversed such that all scales measured a positive experience. Descriptive statistics for the 

overall experience of each format can be seen in Table 23.  

Table 23 

Descriptive statistics for overall experience for the image-based and questionnaire-based 

assessment. 

Group N Mean SD Min Max Skewness Kurtosis 

Questionnaire-based format 

All 566 3.46 .38 2.23 4.50 -.06 -.11 

Neurotypical 146 3.62 .36 2.71 4.33 -.16 -.29 

Neurodivergent 420 3.41 .37 2.23 4.50 -.02 .02 

Image-based format 

All 566 3.45 .42 1.93 4.38 -.31 .09 

Neurotypical 146 3.62 .36 2.78 4.38 -.11 -.27 

Neurodivergent 420 3.39 .42 1.93 4.38 -.28 .06 

 

To examine whether neurotypical test-takers have a more positive test-taking 

experience than neurodivergent test-takers on the questionnaire-based assessment (H3.1) and 

image-based assessment (H3.2), two independent t-tests were carried out using overall 

experience scores. This indicated that neurotypical test-takers (M = 3.62, SD = .36) had a 

significantly more positive experience than neurodivergent test-takers (M = 3.41, SD = .37) 

on the questionnaire-based assessment with a medium effect size, t(564) = 6.06, p < .001, d = 

.582, 95% CI [.391, .773]. The same pattern was seen for the image-based assessment, where 

neurotypical test-takers (M = 3.62, SD = .36) had a significantly more positive test-taking 

experience than neurodivergent (M = 3.39, SD = .42) with a medium effect size t(294.061) = 

6.39, p < .001, d = .568, 95% CI [.377, .759].  

To further investigate the factors driving the differential experience for the image-

based format and examine H3.3, a MANOVA analysis was conducted to investigate whether 

there were differences in ratings on the six experience scales for the image-based assessment 

– namely motivation, concentration, anxiety, ease, attribution, and fairness – for 
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neurodivergent and neurotypical test-takers. Multivariate tests indicated a statistically 

significant difference in scores between the two groups, Pillai's trace = .109, F(6, 559) = 

11.43, p < .001, η² = .109. Pairwise comparisons with Bonferroni corrections for each of the 

scales resulted in the same pattern of findings. As can be seen in Table 24, neurotypical test-

takers experienced greater motivation and concentration, less anxiety and external attribution, 

and perceived the test as fairer and easier in comparison to neurodivergent test-takers. Given 

that neurotypical and neurodivergent test-takers had differential experiences on both formats, 

H3.1, H3.2, and H3.3 were supported. 

Table 24 

Univariate tests for neurodivergent and neurotypical test-takers on the six experience scales 

for the image-based assessment (N = 566). 

Experience scale 
Neurotypical Neurodivergent Sum of 

Squares 

Mean 

Square 
F η² 

Mean SD Mean SD 

Motivation 4.61 .49 4.48 .60 1.93 1.93 5.81* .01 

Concentration 4.24 .94 3.69 1.18 32.95 32.95 26.12** .04 

Comparative anxiety 1.8 .63 2.39 .82 36.59 36.59 60.45** .10 

Ease 3.69 .79 3.42 .92 7.68 7.68 9.70** .02 

External attribution 1.66 .68 2.13 .87 24.32 24.32 36.01** .06 

Fairness 3.1 1.3 2.62 1.25 25.16 25.16 15.81** .03 

** Significant at the .05 level  

** Significant at the .01 level  

Differences in experience by format 

To investigate H4.1, whether the test-taking experience was improved for the image-

based format compared to the questionnaire-based format, a paired samples t-test was carried 

out for the test experience scores for the image-based and questionnaire-based format, for all 

participants. This indicated that there was not a statistically significant difference in the 

ratings t(565) = 1.29, p = .197. As such, H4.1 was not supported, indicating that the image-

based format did not significantly improve the test-taking experience. Consequently, H4.2, 

which builds on H4.1, was not tested.  
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Differences in format compatibility for neurodivergent test-takers 

To investigate H5.1, whether the image-based assessment is rated more positively 

across the experience sub-scales than the questionnaire-based assessment for neurodivergent 

test-takers, a repeated measures MANOVA was carried out with the six experience subscales. 

Multivariate tests indicated a main effect of format, Pillai’s Trace = .199, F(6, 414) = 17.13, p 

< .001, η² = .199. Furthermore, concentration and ease were significantly higher for the 

questionnaire-based assessment, while the image-based assessment was rated as fairer but 

higher in external attribution, as can be seen in Table 25. As such, H5.1 was only supported 

for fairness.  

Table 25 

Univariate comparisons for ratings of the questionnaire- and image-based assessment by 

neurodivergent test-takers (n = 420). 

Measure 
Questionnaire-

based 
Image-based 

Type III 

Sum of 

Squares 

Mean 

Square 
F η²  

Mean SD Mean SD 

Motivation 4.43 .63 4.48 .60 .44 .44 3.03 .01 

Concentration 3.9 1.03 3.69 1.18 8.96 8.96** 15.5 .04 

Ease 3.65 .78 3.42 .92 10.30 10.30** 26.28 .06 

External attribution 1.85 .78 2.13 .87 16.80 16.80** 58.84 .12 

Fairness 2.46 1.2 2.62 1.25 5.42 5.42** 12.19 .03 

Comparative Anxiety 2.35 .82 2.39 .82 .32 .32 1.19 .00 

** Significant at the .01 level  

H5.2 predicted that the image-based assessment would be more compatible with 

neurodivergent ways of thinking than the questionnaire-based assessment. To examine this, a 

paired samples t-test was carried out comparing neurodivergent compatibility scores on the 

two formats. This indicated that the questionnaire-based assessment (M = 3.64) was rated as 

significantly more compatible with neurotype than the image-based assessment (M = 3.46), 

t(419) = 3.851, p < .001, d = .188, 95% CI [.091, .284]. Consequently, H5.2 was not 

supported. 
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Finally, H5.3 predicted that there would be differences in the compatibility of formats 

by neurotype. To test this, a repeated measures ANOVA with diagnosis as a between-subjects 

variable was carried out. In line with the findings above, multivariate tests indicated that the 

questionnaire-based format was rated as significantly more compatible with neurotype than 

the image-based format, F(1, 413) = 4.48, p = .035, η² = .011. There was also a significant 

effect of diagnosis on compatibility ratings, F(6, 413) = 5.23, p < .001, η² = .071, which was 

further explored using pairwise comparisons. This resulted in two significant results; test-

takers with a diagnosis of dyslexia (M = 3.89) had significantly higher compatibility ratings 

than test-takers with a diagnosis of ADHD and autism (M = 3.23) and test-takers with only 

autism (M = 3.51), MD = .657, SE = .123, p < .001, 95% CI [.282, 1.033] and MD = .376, SE 

= .117, p = .029, 95% CI [.019, .733], respectively. 

Moreover, there was a significant interaction effect between diagnosis and format on 

compatibility ratings, F (6, 413) = 2.63, p = .016, η² = .037. Pairwise comparisons indicated 

that the questionnaire-based format (M = 3.60) was rated as more compatible with neurotype 

than the image-based format (M = 3.47), MD = .131, SE = .062, p = .035, 95% CI [.009, 

.253]. Pairwise comparisons for format by diagnosis indicated that test-takers with a 

diagnosis of both ADHD and autism rated the questionnaire-based format (M = 3.37) as 

significantly more compatible with their neurotype than the image-based format (M = 3.10), 

MD = .272, SE = .112, p = .015, 95% CI [.052, .492]. The same pattern was seen for test-

takers with a diagnosis of just autism, with the questionnaire-based measure (3.72) rated as 

more compatible than the image-based measure (3.31), MD = .402, SE = .101, p < .001, 95% 

CI [.203, .601]. For the remaining neurotypes, there was no significant difference in the 

compatibility ratings of the two formats, as can be seen in Table 26. Accordingly, H5.3 was 

supported. 
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Table 26 

Pairwise comparisons for ratings of neurodivergent compatibility for each format by 

diagnosis group. 

Diagnosis 

Mean Mean Difference 

(questionnaire-

image) 

Std. 

Error 
95% CI 

Questionnaire-

based 

Image-

based 

ADHD 3.641 3.49 .151 .094 [-.034, .336] 

ADHD and autism 3.369 3.097 .272* .112 [.052, .492] 

Autism 3.716 3.314 .402** .101 [.203, .601] 

Dyslexia 3.923 3.858 .065 .102 [-.136, .266] 

Dyslexia and ADHD 3.484 3.488 -.005 .145 [-.289, .28] 

Dyslexia, ADHD, 

and autism 
3.557 3.1 .457 .254 [-.042, .956] 

Dyslexia and autism 3.493 3.92 -.427 .245 [-.908, .055] 

* Significant at the .05 level  

** Significant at the .01 level  

Qualitative insights  

Open-ended responses to questions about how the format impacted anxiety or 

motivation and likelihood of getting a job based on format were largely consistent across 

participants, regardless of their neurotype or whether they were neurotypical. Based on these 

responses, four key themes emerged: 

• Ease of faking or cheating – given the instruction to imagine they were taking 

the assessments as part of a job application, participants shared that they gave 

responses that they “thought an employer would want to hear”, but this can cause 

anxiety about “knowing if all my lies are consistent”. On the other hand, while 

some participants thought that it would be easy to change their answers to make 

them more desirable, they were “too honest” but that their honest responses “may 

not be appealing to most employers”. While this honesty struggle was present 

across both formats, there were 30 references to this struggle for the 

questionnaire-based format and only nine for the image-based format, indicating 

that the image-based format was less susceptible to faking.  
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• Ambiguity of questions – across both formats, participants raised concerns about 

ambiguity, where questionnaire-based formats had statements that were “too 

vague and up for interpretation” due to issues such as sentence structure and not 

being context-specific. The images were “confusing at times”, which resulted in 

anxiety for some participants as they “didn’t fully understand what the pictures 

were trying to say”. This was particularly true for those with an autism neurotype 

due to the reliance on the interpretation of facial expressions and non-verbal cues, 

providing some additional support for H5. To minimise the ambiguity of some of 

the images, test-takers of multiple neurotypes suggested combining more of the 

images with adjectives: “Both pictures and text would have been the perfect 

combo”; “the ones with text were better”. 

• Images support concentration – dyslexic test-takers in particular shared that the 

questionnaire-based format was harder to focus on due to long lines of text and the 

black-and-white, monochromatic format. On the other hand, the relative lack of 

text in the image-based assessment “helps with dyslexia”. Moreover, test-takers 

with dyslexic, ADHD, and neurotypical neurotypes shared that the “use of visuals 

kept attention”, contradicting the finding that the questionnaire-based format was 

easier to concentrate on and providing some qualitative support for H4. 

• Refreshing image-based format – the image-based format was “refreshing”, 

“well-presented”, and “fun”. Accordingly, the image-based assessment was “more 

engaging” and held attention “better and longer” relative to the questionnaire-

based format, thus being more motivating and providing a source of amusement. 

Contrastingly, the questionnaire-based format was “little dry”, “very stale”, 

“monotonous” and “tedious” across test-takers of all neurotypes. As such, this 

provides additional support for H4.  
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Participants shared that both formats were too long, particularly the image-based 

format, highlighting the need to balance assessment validity and depth with conciseness. 

However, the image-based assessment that participants completed was undergoing validation 

at the time of the study, meaning the image bank was purposely designed to be larger than 

required to allow for refinement. 

Study Six 

Study Six sought to investigate whether the image-based assessment scoring 

algorithms trained on a general population have similar accuracy for neurotypical and 

neurodivergent test takers, therefore investigating H6. It further established whether the 

assessments showed adverse impact against neurodivergent test takers.  

Scoring algorithms 

The assessment is scored using a machine learning based Lasso regression approach, 

where algorithms were trained to predict scores on the questionnaire-based measure for each 

outcome (i.e., IPIP scores) using image choices. To do so, each image was binarised to a 

dummy variable such that one indicated that the image was selected by the respondent, and 

zero represented not being selected. As with Study Two, this approach was selected due to 

Lasso’s regularisation parameter that removes some predictors from the model and makes it 

more generalisable by reducing overfitting (McNeish, 2015; Tibshirani, 1996). The scoring 

algorithms were trained using a general population with a train-test split, where they were 

first trained on 70% of the data, with the remaining 30% acting as an unseen sample, 

allowing the generalisability of the models beyond the training dataset to be examined 

(Jacobucci et al., 2016). They were then applied to the sample from Study Five. The optimal 

value of lambda for each algorithm was determined using 10-fold cross-validation. The final 

images to include in the models from the item bank were identified using an iterative process 

that used Lasso regression to examine how many models the images were retained across, 



 

 

230 

where those retained by few images were removed as it was indicated that they did not 

perform well. The final subset contained 215 images across 94 questions, where all images 

were used to predict each outcome irrespective of the trait they were designed to measure 

since personality dimensions intercorrelate (Chang et al., 2012), so an image mapped to one 

area may be useful in predicting another trait (Speer & Delacruz, 2021). 

Training data 

The sample of the general population used to initially train the scoring algorithms was 

recruited through Prolific Academic, where several parallel panels were run to ensure there 

was good demographic representation based on ethnicity, disability, and veteran status. 

Eligibility for the panel was contingent on English fluency, high Prolific approval rate, and 

full or part-time employment, with participation limited to the countries served most by the 

commercial assessment (UK, Europe, US, Canada, Australia).  

1833 participants who completed the new bank of images and associated outcome 

scales successfully passed at least two of the three attention checks included in the survey. 

876 were White, 260 were Asian, 261 were Black, 280 were Hispanic, 5 were Native 

American or Alaskan Native, 1 was Native Hawaiian or Other Pacific Islander, and 111 were 

Mixed ethnicity. 811 were female and 992 were male. Age ranged from 18 to 77 (M= 33.96, 

SD = 11.14). 46 were veterans and 456 reported a health condition, with 195 having a 

condition that affects daily activity. Moreover, 111 reported a learning difference: 42 

participants indicated that they had a diagnosis of dyslexia and a further 12 indicated they had 

dyslexia in combination with another condition. 15 had ADHD and 2 had ADHD with other 

conditions, and autism was reported by 3 participants. 

Results 

To explore the implications of using algorithms trained on the general population to 

evaluate neurodivergent candidates, the convergent validity and model accuracy of the 
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algorithms was compared for neurodivergent and neurotypical respondents and adverse 

impact analysis was carried out. 

Algorithm performance 

Descriptive statistics for the personality scores for neurotypical and neurodivergent 

test-takers for each format can be seen in Table 27, where neurotypical test-takers generally 

score higher than neurodivergent across both formats. Scores on the image-based assessment 

were transformed to range from one to one hundred for ease of interpretation. Scores on the 

questionnaire-based measures range from one to five.  
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Table 27 

Personality scores on the two assessment formats for neurodivergent and neurotypical test-

takers. 

Group Trait Mean SD Min Max Skew Kurtosis 

Questionnaire-based 

All (n = 566) Openness 3.85 .62 1.4 5 -.53 .27 

 Achievement 3.67 .56 1.5 5 -.41 .16 

 Extraversion 2.79 .93 1 5 .06 -.79 

 Agreeableness 3.85 .72 1.1 5 -.75 .49 

 Emotional stability 3.01 .97 1 5 -.04 -.78 

Neurotypical (n = 146) Openness 3.8 .54 2.2 4.8 -.32 .09 

 Achievement 3.78 .50 1.9 5 -.38 .62 

 Extraversion 3.06 .81 1.2 4.7 -.06 -.67 

 Agreeableness 4 .56 2.2 4.9 -.51 .05 

 Emotional stability 3.65 .68 1.8 5 -.21 -.14 

Neurodivergent (n = 420) Openness 3.87 .65 1.4 5 -.60 .29 

 Achievement 3.63 .58 1.5 5 -.38 .01 

 Extraversion 2.7 .95 1 5 .16 -.79 

 Agreeableness 3.79 .76 1.1 5 -.69 .26 

 Emotional stability 2.79 .95 1 5 .22 -.68 

Image-based 

All (n = 566) Openness 57.87 19.68 1 100 -.40 -.17 

 Achievement 58.46 19.9 1 100 -.51 -.49 

 Extraversion 50.71 22.54 1 100 .00 -.95 

 Agreeableness 51.05 22.66 1 100 .03 -1.03 

 Emotional stability 59.61 19.26 1 100 -.37 -.51 

Neurotypical (n = 146) Openness 58.94 16.75 1 92 -.51 .56 

 Achievement 64.48 16.5 19 100 -.69 .03 

 Extraversion 64.21 18.4 17 100 -.40 -.49 

 Agreeableness 57.76 20.57 5 96 -.25 -.59 

 Emotional stability 66.84 14.92 27 100 -.40 -.27 

Neurodivergent (n = 420) Openness 57.5 20.61 2 100 -.36 -.36 

 Achievement 56.37 20.56 1 96 -.40 -.66 

 Extraversion 46.02 21.96 1 94 .21 -.87 

 Agreeableness 48.72 22.91 1 100 .16 -1.06 

 Emotional stability 57.09 19.97 1 97 -.24 -.68 

The performance of the algorithm for each outcome was evaluated in terms of 

accuracy/convergent validity by correlating the actual and predicted scores for the trait and R2 

to examine the variance in the data explained by the models. Mean absolute error, mean 

squared error, and root mean squared error were also calculated. Mean absolute error sums 
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the magnitude of errors and divides it by the number of observations, while mean squared 

error sums the individual squared errors and again divides this by the number of observations, 

and the root mean squared error takes the square root of this (Karunasingha, 2022). The larger 

the value of these metrics, the more error there is, or the less well the model fits the data. 

There is debate in the literature about the best metric to use, with some arguing that the mean 

absolute error should be favoured over the root mean squared error since the latter does not 

represent the average error well (Chai & Draxler, 2014; Karunasingha, 2022; Willmott & 

Matsuura, 2005), but the purpose of the metrics in the current study is to examine the 

magnitude of the disparity of the values between the different datasets to evaluate whether the 

models perform well when applied to neurodivergent test takers, particularly since the 

training data did not have a substantial representation of individuals with dyslexia, ADHD, or 

autism.  

As can be seen in Table 28, for the most part, the models perform similarly for the 

current study compared to the test set, which can be used as an indicator of how the algorithm 

might perform on other unseen examples. Indeed, there are several instances where the 

convergent validity or accuracy for subgroups in the current study exceeds that of the test set 

– such as for those with dyslexia and autism for openness, autism, and autism, ADHD and 

dyslexia for emotional stability, and autism and dyslexia for extraversion. There are, however, 

also instances where the scoring algorithms did not perform as well for particular subgroups. 

For example, there is a negative r-squared value for the dyslexia, ADHD and autism group for 

openness and neurotypical and dyslexia and autism groups for achievement, indicating that 

the model has a worse fit compared to a horizontal line (Chicco et al., 2021). Overall, H6 is 

generally supported, with the algorithms generalising well to neurodivergent test-takers. 
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Table 28 

Performance metrics for the scoring algorithm for each trait for different subsets of data. 

Data Subset N r R2 MAE MSE RMSE 

Openness 

Training 1283 .66** .43 8.67 116.97 10.82 

Test 550 .60** .35 9.27 131.89 11.48 

Current study  556 .53** .26 10.41 170.18 13.05 

   Neurotypical 146 .55** .23 9.39 134.28 11.59 

   Neurodivergent 420 .52** .27 10.76 182.66 13.52 

   ADHD 102 .48** .21 10.73 175.23 13.24 

   ADHD, autism 72 .46** .18 11.08 201.24 14.19 

   Autism 88 .55** .30 10.97 192.07 13.86 

   Dyslexia 86 .59** .31 11.27 206.37 14.37 

   Dyslexia, ADHD 43 .59** .35 9.03 120.09 10.96 

   Dyslexia, ADHD, autism 14 .49** -.26 11.09 153.35 12.38 

   Dyslexia, autism 15 .71** .34 9.89 159.49 12.63 

Achievement 

Training 1283 .72** .52 9.03 127.34 11.28 

Test 550 .65** .42 10.07 160.35 12.66 

Current study 556 .59** .18 9.92 154.69 12.44 

   Neurotypical 146 .51** -.05 9.79 156.06 12.49 

   Neurodivergent 420 .61** .22 9.96 154.22 12.42 

   ADHD 102 .55** .17 9.90 157.10 12.53 

   ADHD, autism 72 .60** .17 10.77 173.75 13.18 

   Autism 88 .71** .45 8.09 103.82 10.19 

   Dyslexia 86 .59** .04 11.07 169.28 13.01 

   Dyslexia, ADHD 43 .56** .16 9.89 160.54 12.67 

   Dyslexia, ADHD, autism 14 .72** .47 9.88 177.03 13.31 

   Dyslexia, autism 15 .34** -.27 11.46 210.77 14.52 

Extraversion 

Training 1283 .78** .60 11.43 207.92 14.42 

Test 550 .73** .53 12.90 257.83 16.06 

Current study 556 .69** .46 13.52 278.65 16.69 

   Neurotypical 146 .61** .30 13.52 274.59 16.57 

   Neurodivergent 420 .70** .48 13.52 280.06 16.73 

   ADHD 102 .73** .52 12.75 242.78 15.58 

   ADHD, autism 72 .66** .43 13.40 286.57 16.93 

   Autism 88 .66** .43 13.63 285.12 16.89 

   Dyslexia 86 .68** .41 13.48 279.31 16.71 

   Dyslexia, ADHD 43 .64** .37 15.87 333.81 18.27 

   Dyslexia, ADHD, autism 14 .57** .28 15.60 449.38 21.20 

   Dyslexia, autism 15 .87** .73 10.25 164.79 12.84 
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Agreeableness 

Training 1283 .70** .48 9.97 155.67 12.48 

Test 550 .62** .38 10.59 179.35 13.39 

Current study 556 .60** .30 11.39 216.03 14.70 

   Neurotypical 146 .48** .08 10.61 170.72 13.07 

   Neurodivergent 420 .62** .32 11.67 231.78 15.22 

   ADHD 102 .55** .27 12.14 217.44 14.75 

   ADHD, autism 72 .60** .23 13.75 351.70 18.75 

   Autism 88 .68** .39 11.24 214.53 14.65 

   Dyslexia 86 .56** .25 10.60 199.62 14.13 

   Dyslexia, ADHD 43 .60** .23 11.60 217.48 14.75 

   Dyslexia, ADHD, autism 14 .78** .61 7.83 101.18 10.06 

   Dyslexia, autism 15 .82** .49 10.84 202.25 14.22 

Emotional stability 

Training 1283 .76** .58 11.78 225.13 15.00 

Test 550 .71** .50 13.15 272.83 16.52 

Current study 556 .71** .49 13.55 285.83 16.91 

   Neurotypical 146 .52** .01 13.38 273.26 16.53 

   Neurodivergent 420 .69** .46 13.60 290.19 17.04 

   ADHD 102 .59** .32 15.22 372.85 19.31 

   ADHD, autism 72 .72** .46 14.16 300.21 17.33 

   Autism 88 .82** .67 1.49 178.60 13.36 

   Dyslexia 86 .60** .33 15.12 338.86 18.41 

   Dyslexia, ADHD 43 .73** .48 12.38 226.05 15.04 

   Dyslexia, ADHD, autism 14 .77** .56 13.73 270.49 16.45 

   Dyslexia, autism 15 .72** .24 12.88 257.90 16.06 

Note. r = Pearson correlation coefficient for actual and predicted scores; R2 = proportion of 

variance explained; MAE = mean absolute error; MSE = mean squared error; RMSE = root 

mean squared error.  

 

Subgroup differences 

As an exploratory analysis to provide some first data, the presence of subgroup 

differences between neurotypes was investigated. To do so, scores on the questionnaire-based 

measure and predicted scores from the algorithms were binarised based on whether they were 

above or below the median score for that trait in line with the approach of New York City 

Local Law 144 (The New York City Council, 2021). Group differences based on 

neurodiversity, dyslexic neurotype, ADHD neurotype, and autistic neurotype were then 

examined using the following metrics: 
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• Four-fifths rule – compares the pass rates of subgroups to the group with the 

highest rate to calculate an impact ratio, where ratios below .80 can indicate 

adverse impact (Equal Employment Opportunity Commission, 1978). 

• Two standard deviations rule (also known as the z-test) – compares the expected 

and observed pass rates of each group based on the proportion of data that each 

subgroup represents, where values > 2 indicate that there is a statistically 

significant discrepancy in expected and observed pass rates (D. Morgan, 2010; S. 

B. Morris & Lobsenz, 2000). 

• Cohen’s d – a measure of effect size of the difference between means, where 

values above .20, .50, and .80 indicate small, medium, and large effect sizes, 

respectively (Cohen, 1992). The current study used a threshold of +/- .20 as 

indicative of group differences.  

Given that the three metrics can result in discrepant results (Hilliard, Kazim, et al., 

2022a; S. B. Morris & Lobsenz, 2000), an agreement of two or more metrics was used as an 

indication of the presence of group differences.  

As can be seen in Error! Reference source not found., for predicted scores, 

subgroup differences were indicated for non-dyslexic individuals for openness, for 

neurodivergent and ADHD neurotype for achievement, neurodivergent, and autistic 

neurotype for extraversion, neurodivergent, and autistic neurotype for agreeableness, and 

neurodivergent, ADHD neurotype, and autistic neurotype for emotional stability. However, 

these group differences generally follow a similar pattern to group differences in actual scores 

on the questionnaire-based measure. This indicates that there could be genuine subgroup 

differences in personality, rather than the algorithm or image-based assessment format not 

working well for specific groups. A full adverse impact analysis against gender, age, and 

ethnicity can be seen in Appendix H. 
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Table 29 

Adverse impact analysis for scores on the image-based assessment/questionnaire-based 

assessment. Exceptions to the metrics (four-fifths <.80, SD > ±2, Cohen’s d > ±.20) are in bold. 

Group 
Group 

Size 
n passing Pass rate 

Impact 

ratio 
2SD 

Cohen's 

d 

Openness 

Neurodivergent       

  Neurotypical 146 73/55 .50/.38 1.00/.78 .00/-2.28 .00/.22 

  Neurodivergent 420 210/204 .50/.49 1.00/1.00 .00/2.28 .00/.00 

Dyslexic neurotype       

  Non-dyslexic 408 190/183 .47/.45 .79/.93 -2.62/-.70 .25/.07 

  Dyslexic 158 93/76 .59/.48 1.00/1.00 2.62/.70 .00/.00 

ADHD neurotype       

   Non-ADHD 335 170/145 .51/.43 1.00/.88 .43/-1.42 .00/.12 

   ADHD 231 113/114 .49/.49 .96/1.00 -.43/1.42 -.04/.00 

Autism neurotype       

   Non-autistic 377 193/163 .51/.43 1.00/.85 .8/-1.7 .00/.15 

   Autistic 189 90/96 .48/.51 .93/1.00 -.8/1.7 -.07/.00 

Achievement 

Neurodivergent       

  Neurotypical 146 97/77 .66/.53 1.00/1.00 4.61/2.17 .00/.00 

  Neurodivergent 420 186/178 .44/.42 .67/.80 -4.61/-2.17 -.46/-.21 

Dyslexic neurotype       

  Non-dyslexic 408 203/183 .50/.45 .98/.98 -.19/-.15 .02/.01 

  Dyslexic 158 80/72 .51/.46 1.00/1.00 .19/.15 .00/.00 

ADHD neurotype       

   Non-ADHD 335 194/169 .58/.50 1.00/1.00 4.53/3.11 .00/.00 

   ADHD 231 89/86 .39/.37 .67/.74 -4.53/-3.11 -.39/-.27 

Autism neurotype       

   Non-autistic 377 198/169 .53/.45 1.00/99 1.69/-.15 .00/.01 

   Autistic 189 85/86 .45/.46 .86/1.00 -1.69/.15 -.15/.00 

Extraversion 

Neurodivergent       

  Neurotypical 146 91/85 .62/.58 1.00/1.00 3.46/3.20 .00/.00 

  Neurodivergent 420 192/180 .46/.43 .73/.74 -3.46/-3.20 -.34/-.31 

Dyslexic neurotype       

  Non-dyslexic 408 194/183 .48/.45 .84/.86 -1.87/-1.51 .18/.14 

  Dyslexic 158 89/82 .56/.52 1.00/1.00 1.87/1.51 .00/.00 

ADHD neurotype       

   Non-ADHD 335 180/166 .54/.5 1.00/1.00 2.14/1.57 .00/.00 

   ADHD 231 103/99 .45/.43 .83/.86 -2.14/-1.57 -.18/-.13 

Autism neurotype       

   Non-autistic 377 211/201 .56/.53 1.00/1.00 4.01/4.37 .00/.00 
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   Autistic 189 72/64 .38/.34 .68/.64 -4.01/-4.37 -.36/-.4 

Agreeableness 

Neurodivergent       

  Neurotypical 146 93/81 .64/.55 1.00/1.00 3.84/1.93 .00/.00 

  Neurodivergent 420 190/194 .45/.46 .71/.83 -3.84/-1.93 -.38/-.19 

Dyslexic neurotype       

  Non-dyslexic 408 197/196 .48/.48 .89/.96 -1.31/-.42 .12/.04 

  Dyslexic 158 86/79 .54/.50 1.00/1.00 1.31/.42 .00/.00 

ADHD neurotype       

   Non-ADHD 335 177/158 .53/.47 1.00/93 1.62/-.82 0/.07 

   ADHD 231 106/117 .46/.51 .87/1.00 -1.62/.82 -.14/.00 

Autism neurotype       

   Non-autistic 377 211/200 .56/.53 1.00/1.00 4.01/3.00 .00/.00 

   Autistic 189 72/75 .38/.40 .68/.75 -4.01/-3.00 -.36/-.27 

Emotional stability 

Neurodivergent       

  Neurotypical 146 112/118 .77/.81 1.00/1.00 7.49/9.2 .00/.00 

  Neurodivergent 
420 171/154 .41/.37 .53/.45 -7.49/-9.2 

-.78/-

1.00 

Dyslexic neurotype       

  Non-dyslexic 408 203/205 .50/.5 .98/1.00 -.19/1.67 .02/.00 

  Dyslexic 158 80/67 .51/.42 1.00/84 .19/-1.67 .00/-.16 

ADHD neurotype       

   Non-ADHD 335 194/196 .58/.59 1.00/1.00 4.53/5.99 .00/.00 

   ADHD 231 89/76 .39/.33 .67/.56 -4.53/-5.99 -.39/-.53 

Autism neurotype       

   Non-autistic 377 213/207 .56/.55 1.00/1.00 4.37/4.61 .00/.00 

   Autistic 189 70/65 .37/.34 .66/.63 -4.37/-4.61 -.04/-.42 

 

Discussion  

This study sought to investigate the effect of personality assessment format – 

questionnaire-based and image-based – on test-taker reactions using a sample of 

neurodivergent and neurotypical applications and examine how well scoring algorithms for 

the image-based assessment work for neurodivergent test-takers.  

Study Five 

Study Five investigated the effect of assessment format (questionnaire-based or 

image-based) on test-taking experience, both overall and on six test-taking scales: motivation, 
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concentration, test ease, comparative anxiety, external attribution, and fairness. It also 

investigated the compatibility of the assessments with neurodivergent ways of thinking 

through a scale developed through interviews with neurodivergent adults. Specifically, it 

sought to determine whether neurotypical and neurodivergent test-takers had different test-

taking experiences (H3), whether the questionnaire-based and image-based assessment 

resulted in different test-taking experiences (H4), and whether there were differences in the 

compatibility of assessment format between neurotypes (H5). For both the image-based and 

questionnaire-based assessment, neurotypical test-takers had a more positive overall 

experience and had significantly higher ratings for motivation, concentration, ease, and 

fairness and lower ratings of external attribution and comparative anxiety on the image-based 

assessment compared to neurodivergent test-takers, supporting H3.1, H3.2, and H3.3. This 

also concurred with the perspectives of interviewees from Study Four, who suggested that 

pre-employment tests can present actual and psychological barriers for neurodivergent 

applicants. Moreover, there was a lack of significant difference in the overall test-taking 

experience between the two formats, meaning H4 was not supported. However, this does 

indicate that while the image-based format did not improve the test-taking experience relative 

to the questionnaire-based format, it also did not exacerbate the barriers associated with pre-

employment tests.  

Focusing on neurodivergent test-takers, the questionnaire-based format was rated as 

significantly higher in concentration and ease than the image-based format, while the image-

based format was rated as significantly higher in fairness despite also being rated higher in 

external attribution. Additionally, the questionnaire-based format was rated as more 

compatible with neurodivergent ways of thinking overall. However, comparisons by group 

indicated that there was only a significant difference in the compatibility of the two formats 

for test-takers with a diagnosis of autism, as well as ADHD and autism, suggesting that other 
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neurotypes did not find either format to improve or worsen their experience relative to the 

other. This is despite the fact that dyslexic individuals rely more on visual and semantic 

processing abilities to compensate for phonological and verbal deficits caused by their 

neurotype (Bacon & Handley, 2010), meaning that preference for the image-based format 

among dyslexic test-takers would be expected. Likewise, individuals with ADHD can have a 

greater reliance on visual processing (Fassbender & Schweitzer, 2006), suggesting that other 

factors, may have influenced compatibility. Indeed, individuals with ADHD have greater 

difficulty concentrating compared to those without ADHD (A. Mueller et al., 2017). 

Moreover, autism is associated with greater perceptual inference (Skewes et al., 2015) or the 

ability to notice details, which may help with the interpretation of the visual items, but given 

that many of the images rely on the interpretation of social cues and autistic individuals have 

an atypical approach to interpreting and processing them (Ashwin et al., 2015), this could 

explain why the image-based format was less compatible with autistic participants. Overall, 

the results indicated that different neurotypes experience the formats differently, supporting 

H5. 

Furthermore, qualitative insights from open-ended responses indicated that both 

formats were associated with a moral dilemma about whether to respond genuinely or in the 

way that participants predicted employers to desire, with being faking a significant concern 

for the validity of selection assessments (Melchers et al., 2020). Participants also shared 

concerns about questions being ambiguous and lacking context across both formats, where 

items measured test-taker personality in general, rather than specifically in the workplace 

context. However, the image-based assessment’s visual and text-based format for some 

questions helped to provide clarity and reduce some of the ambiguity, with the format also 

being perceived as refreshing and fun, which could have important implications for the talent 

pool employers have access to (Chapman et al., 2005; Hausknecht et al., 2004). Overall, 
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Study Five did not provide evidence to support image-based assessments reducing 

differential experiences of neurodivergent test-takers compared to neurotypical test-takers nor 

improving the test-taking experience for neurodivergent test-takers in general but equally did 

not find that the image-based format presented additional barriers. As such, Study Five 

provides some first research that can be further built upon. 

Study Six 

Study Six sought to examine how well scoring algorithms for the image-based 

assessment that were trained on a general population perform for neurodivergent applicants in 

terms of convergent validity between predicted scores and actual personality scores, as 

measured by the questionnaire-based assessments (H6). It also sought to provide first data on 

subgroup differences in scores based on neurotype.  

While there were some instances where the scoring algorithms had a negative r-

squared value and non-significant convergent correlations when applied to neurodivergent 

respondents, for the most part, the performance of the models was similar to the test data and 

neurotypical sample. Moreover, in some cases, the performance of the models when applied 

to neurodivergent test-takers exceeded that of the test data or neurotypical sample. This 

suggests that algorithms trained on general samples can generally be applied to 

neurodivergent test takers, supporting H6, although efforts should be made to ensure the 

representativeness of training data to ensure algorithms are optimised for all groups that they 

may be used to score (Tay et al., 2022). Adverse impact analysis based on the four-fifths rule, 

Cohen’s d, and the two standard deviations rule indicated that group differences in predicted 

scores for multiple personality traits. However, analysis of questionnaire-based scores 

showed a similar pattern of group differences, indicating that there could be genuine 

differences in personality between groups. Indeed, meta-analytic findings have indicated that 

there can be moderate differences in the personality traits of different races (Foldes et al., 
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2008) and across nationalities (D. P. Schmitt et al., 2007). There can also be subgroup 

differences in personality traits based on neurotype (Lodi-Smith et al., 2019; Nigg et al., 

2002; Tops et al., 2013), although this is something that is less well explored. Overall, this 

indicates that differences in personality could be genuine and not an artefact of the scoring 

algorithms or assessment format since both the questionnaire and image-based format had 

similar patterns of group differences, although this should be further investigated. Moreover, 

since the total score for the assessment combines all personality outcomes and cognitive 

ability, group differences can be balanced out at the procedure level. 

Limitations and future directions 

While several previous studies investigating reactions to and perceptions of various 

assessment formats only subjected participants to hypothetical scenarios (Kaibel et al., 2019; 

Köchling et al., 2022; Langer et al., 2019; Lee, 2018; Mirowska & Mesnet, 2021), in the 

current study, participants experienced both formats first-hand. However, participants only 

imagined that they had completed the assessment as part of a hiring scenario. Although 

qualitative insights suggested that participants took this seriously in that they were 

considering the responses an employer would find desirable, simply imagining that the 

assessment was being taken in a high-stakes context might result in stronger relationships 

between variables than if the assessments were taken as part of an authentic selection process 

(Hausknecht et al., 2004). As such, a direction for future research could be to explore 

applicant reactions when the assessment is applied in practice (e.g., Tilston et al., 2024). 

This research could also be extended by investigating whether perceptions vary based 

on other characteristics such as age or gender, and whether this interacts with diagnosis. 

Indeed, technology self-efficacy can vary with age (Ellison et al., 2020) and older applicants 

find technology less useful (Hauk et al., 2018), which could drive disparities in ratings for 

older versus younger applicants. Moreover, there are gender differences in technology 
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attitudes, with males viewing technology more favourably than females (Cai et al., 2017). 

This may lead to gender differences in perceptions of novel assessment formats, where 

females have been found to react more positively to increased preparation time for video 

interviews (Tilston et al., 2024).  

Finally, the characteristics of the image-based assessment may have impacted 

reported perceptions in the current study. While this study made use of an image-based 

assessment that was in development, allowing insights to be applied to improve the test-

taking experience, the fact that the item bank had not yet been refined meant that the 

assessment was longer than it would have been if fully developed, which may have impacted 

test-taking experience, with qualitative insights flagging the assessment length. As such, once 

the measure is finalised and implemented, the study could be conducted again to examine 

whether assessment length influences perceptions. Furthermore, the lower perceived ease of 

the image-based format over the questionnaire-based format may have been due to the 

differences in the scales of the two assessments, with the questionnaire-based format using a 

Likert scale and many of the image pairs only having two scale points and hence being 

forced-choice. Given that forced-choice assessments are designed to elicit deeper processing 

of response options (Smyth et al., 2006), they are often seen as more difficult than single 

statement measures (B. Zhang et al., 2020), meaning that the perceived greater ease of the 

questionnaire-based assessment may be an artefact of differences in question style between 

the two formats. As such, future research could compare perceptions of text-based and image-

based forced-choice assessments to control for differences in question style and could also be 

extended to investigate different assessment formats, such as game-based assessments and 

video interviews, to examine how perceptions differ across formats. 
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Conclusion  

This study provides insights into the key perceptions of selection assessments of 

neurodivergent adults, who can experience greater anxiety about their performance on 

assessments compared to neurotypical test-takers and be more prone to their performance 

being influenced by external factors. While image-based formats are perceived as fairer in 

terms of opportunity to perform and are associated with greater enjoyment, amusement, and 

focus, there is a lack of evidence that they can completely alleviate barriers associated with 

pre-employment tests for neurodivergent applicants, although further research is needed with 

more concise assessments that balance images and text to investigate this potential. 

Furthermore, this study supports the use of machine learning to score novel assessment 

formats, where algorithms developed on a general population performed well for 

neurodivergent test-takers, and sometimes had improved performance compared to training or 

test data used during algorithm development. Nevertheless, there should be an impetus to 

ensure that training data represents a range of demographics and thinking styles to ensure that 

algorithms are optimised for various groups that they will be used to score. Future research 

should continue to investigate how alternative assessment formats might benefit 

neurodivergent job applicants to further diversity, equity, and inclusion. 
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General discussion 

This chapter discusses the main findings of the six studies described in this thesis, as 

well as their contributions to the interdisciplinary field of algorithmic recruitment tools. This 

research aimed to explore the implications of algorithmic assessments on bias and fairness in 

recruitment through the perspectives of I-O psychology and computer science. First, it 

explored the compatibility of the two fields’ definitions of bias and approaches to mitigating 

it before investigating how the two fields can come together in practice to create valid and 

unbiased selection assessments. It then explored how such tools impact the fairness of test-

taking experiences of neurodivergent and neurotypical test-takers and whether these tools 

have the potential to close the gap and make assessments fairer. Two commercially-developed 

image-based assessments of personality designed to be used in selection that were undergoing 

validation were used as a vehicle to investigate these phenomena due to the access available 

to the researcher and the lack of research on image-based formats in general. Using a real-life 

tool over a hypothetical scenario also helped to make the described studies more realistic and 

increased their ecological validity.  

This chapter first discusses the main findings of each of the studies and their 

implications. It then discusses the limitations of these studies and potential areas of future 

research before ending with a general conclusion. 

Main findings  

The six studies described in this research have two key themes:  

i) The compatibility of machine learning and psychology in the context of 

algorithmic selection assessments in terms of assessment validity and 

measuring, mitigating, and sources of bias. 

ii) Whether algorithmic selection assessments increase the fairness of pre-

employment tests, including whether they provide neurodivergent applicants 
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with an overall better test-taking experience and reduce the gap between the 

experiences of neurotypical and neurodivergent applicants. 

Studies One, Two, Three, and Six investigated the first, while Studies Four and Five 

investigated the second. These themes are used to anchor the discussion of the key findings in 

the following subsections.  

Using machine learning to score psychometric assessments  

Study One. The first study described the creation of an image-based personality 

assessment in collaboration with an industry partner for use in selection. The assessment 

presents respondents with image pairs mapped to the Big Five traits and asks them to indicate 

which trait in the pair is more like them. The creation and validation of other novel 

assessment formats, such as game-based assessments and asynchronous video interviews, 

have increasingly been described in the literature (Collmus & Landers, 2019; Ellison et al., 

2020; Georgiou et al., 2019; Hickman, Bosch, et al., 2021; Hickman. et al., 2019; Hickman, 

Saef, et al., 2021; Landers, Armstrong, et al., 2022; Landers & Sanchez, 2022; Montefiori, 

2016; Ventura & Shute, 2013). However, despite showing promise (Leutner et al., 2017; H. 

Zhang et al., 2017) image-based assessments of personality have been explored to a much 

lesser extent. As such, Study One created an initial item bank of image pairs to form the basis 

of an image-based assessment of personality, where images were mapped to IPIP statements 

(Goldberg, 1992) to support measure validity. The initial item bank was then refined such that 

only the best-performing images, or those that demonstrated clear differences in the 

personality of individuals selecting each image in the pair, were retained.  

Study Two. Study Two sought to create machine learning based predictive scoring 

algorithms based on image choices for the measure described in Study One. This study aimed 

to investigate the implications of combining psychological theory with computer science 

based scoring approaches on the convergent and discriminant validity of the measure, as well 
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as any resulting bias in the scores. Specifically, it investigated H1, which predicted that 

through the use of machine learning based scoring algorithms, the image-based assessment 

would have strong convergent and discriminant validity. Convergent validity with the IPIP-

NEO-120 (J. A. Johnson, 2014) was strong, ranging from .60 for agreeableness to .78 for 

extraversion. This exceeded the validity of previously created non-verbal personality 

assessments, with Paunonen et al.’s (2001) measure ranging from .45 for emotional stability 

to .59 for agreeableness.  

Moreover, the convergent validity of the image-based assessment described in this 

study also exceeded the convergence between two questionnaire-based measures of 

personality, which ranged from .50 for agreeableness to .76 for emotional stability (Lim & 

Ployhart, 2006). Discriminant validity was also generally strong, with algorithms measuring 

the trait they were designed to, rather than other traits. As such, H1 was supported. 

Furthermore, adverse impact analysis indicated that the assessment and scoring algorithm 

combination resulted in acceptable subgroup differences in accordance with psychology 

approaches to adverse impact and equal opportunity laws. As such, Study Two provided 

support for the use of machine learning based scoring of image-based assessments, finding 

that the intersection of psychology and machine learning did not result in biased outcomes 

and resulted in a valid, accurate, and fast assessment of personality that could be used in 

selection.  

Study Three. Building on the findings of Study Two, Study Three explored the 

implications of using different types of predictive algorithms and predictor combinations on 

the validity of the measure described in Studies One and Two, as well as which approach was 

more effective at preventing biased outcomes. To do this, four scoring approaches were used: 

Lasso regression, Ridge regression, ordinary least squares regression, and a manual, 

summative approach. Lasso regression has an L1 regularisation parameter that causes the 
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coefficients of the model to be shrunk by an equal amount, resulting in the coefficient of 

some predictors being reduced to zero and therefore effectively removing the predictor from 

the model (McNeish, 2015; Tibshirani, 1996). Ridge regression, on the other hand, uses an 

L2 regularisation parameter that reduces the coefficients in a way that is proportional to their 

size, meaning no predictors are removed from the model (McNeish, 2015). Regulation 

parameters are particularly useful for models trained on one set of data that will then be 

applied to other data as they increase the generalisability of the model by reducing overfitting 

(McNeish, 2015). In contrast, ordinary least squares regression does not have a regularisation 

parameter and is, therefore, prone to overfitting the data, thereby reducing the generalisability 

of the model, particularly when there is a small ratio between the number of predictors and 

the number of participants (McNeish, 2015; Putka et al., 2018). Finally, the summative 

approach did not use regression but instead manually added the number of times an image 

designed to measure a particular trait was selected. Study Three investigated H2, which 

predicted that the machine learning based approaches would result in stronger validity. 

For the regression-based models, three predictor combinations were examined – using 

all images to predict each trait, using the images intended to measure each trait, and using the 

images mapped to each trait using a data-driven approach during the item bank refinement in 

Study One. This led to ten different approaches to scoring being compared: a) Lasso all, b) 

Lasso intended, c) Lasso mapped, d) Ridge all, e) Ridge intended, f) Ridge mapped, g) OLS 

all, h) OLS intended, i) OLS mapped, and j) summative. The Lasso all models are those that 

were used in Study Two. 

For each predictor combination, convergent and discriminant validity were examined, 

and adverse impact analysis was carried out using the four-fifths rule, Cohen’s d, and the two 

standard deviations rule. Subgroup differences, or potential adverse impact, were identified 

when two or more metrics were violated, where acceptable values are > .80, < |.20|, and < |2|, 
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respectively. The number of differences resulting from each scoring approach for each 

personality trait was then compared to the training data to examine whether they diminished 

what could be genuine subgroup differences in personality or whether they unjustifiably 

resulted in more subgroup differences.  

Across predictor combinations, convergent validity was greatest for the machine 

learning based approaches compared to the OLS and summative approaches, and the 

summative approaches generally had much lower convergent validity, around .51. Moreover, 

the machine learning models also demonstrated greater generalisability, with less of a gap in 

the performance for the training and test sets compared to the remaining approaches, likely 

due to the regularisation parameter reducing overfitting (McNeish, 2015). This demonstrates 

that using data-driven machine learning based approaches can help to increase the validity 

and generalisability of measures, particularly those that use a forced-choice format, as with 

the image-based assessment used in this study. The machine learning models – the Lasso and 

Ridge models – performed similarly in terms of convergent validity and generalisability, but 

Lasso achieved this performance with fewer predictors due to the removal of features from 

the model (Tibshirani, 1996). As such, the Lasso-based approach could give rise to a shorter 

but equally valid measure that retained only the best-performing images.  

An analysis of subgroup differences indicated that the Lasso and Ridge mapped and 

intended models had similar exceptions to scores on the IPIP-NEO-120 (the training data), 

while the summative approach resulted in the most exceptions. As such, the Lasso and Ridge 

mapped and intended models likely reflected genuine subgroup differences in personality, 

although this should be investigated further (SIOP, 2018), while the summative approach 

introduced novel and potentially unjustifiable subgroup differences. On the other hand, the 

OLS mapped model resulted in the fewest exceptions, but this could be at the expense of 

genuine subgroup differences in personality. As such, the combination of psychological 
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theory and machine learning resulted in a more valid assessment than psychology alone 

without causing bias. However, the study does highlight the need to examine different 

predictor combinations and machine learning approaches to optimise outcomes.  

Study Six. Study Six sought to investigate whether scoring algorithms developed 

using data from the general population generalised well to neurodivergent test-takers. 

Convergent validity scores on a questionnaire-based measure of personality and the image-

based scores produced by the algorithms based on the test subset of data from when the 

algorithms were created ranged from .60 for openness to experience to .73 for extraversion. 

When applied to the neurotypical test-takers in the current study, convergent validity ranged 

from .48 for agreeableness to .61 for extraversion, while for neurodivergent test-takers, 

convergent validity ranged from .52 for openness to experience to .70 for extraversion, 

meaning that interestingly the algorithms had stronger convergent validity for the 

neurodivergent test-takers than neurotypical. Although convergent validity for all groups 

decreased from the test set, having only a test set and training set can lead to overestimations 

of model performance compared to also having a validation sample (Xu & Goodacre, 2018), 

so this slight decrease in performance was to be expected. This analysis was also carried out 

for each diagnosis group individually, with convergent validity for multiple subgroups 

exceeding that of the test set – such as in the case of dyslexia and autism for openness, 

autism, and autism, ADHD and dyslexia for emotional stability, and autism and dyslexia for 

extraversion.  

In addition, Study Six also sought to investigate subgroup differences in scores on the 

image-based assessment that have resulted from the format and/or scoring algorithms. Based 

on the four-fifths rule, Cohen’s d, and 2SD rule, potential adverse impact was identified for 

non-dyslexic individuals for openness, for neurodivergent and ADHD neurotype for 

achievement, neurodivergent, and autistic neurotype for extraversion, neurodivergent, and 
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autistic neurotype for agreeableness, and neurodivergent, ADHD neurotype, and autistic 

neurotype for emotional stability. However, these subgroup differences reflected subgroup 

differences that were present in scores on the questionnaire-based assessment, suggesting that 

they were not the result of the image-based format or scoring algorithms and could, therefore, 

be genuine subgroup differences (SIOP, 2018).  

Bias worked example. Finally, the bias worked example in Chapter 2 demonstrated 

that machine learning approaches to bias mitigation can be effectively applied to algorithmic 

recruitment tools to mitigate subgroup differences in the outputs of the algorithms. Indeed, 

the Prejudice Remover Regularizer (Kamishima et al., 2011) effectively mitigated bias 

against males and mixed ethnicity test-takers for the emotional stability and 

conscientiousness algorithms, respectively, without a considerable negative impact on model 

performance. Moreover, the two models had different magnitudes of subgroup differences, 

where the impact ratio of .77 for emotional stability was only slightly below the .80 threshold 

to be considered unbiased, while the .36 impact ratio for conscientiousness was considerably 

below the threshold. Because the in-processing Prejudice Remover Regularizer effectively 

mitigated the subgroup differences in both instances, this demonstrated the effectiveness of 

the mitigation regardless of the size of subgroup differences. On the other hand, as a pre-

processing approach, Learning Fair Representations (Zemel et al., 2013) transformed the 

input data, changing it from binary image choices to floats. Although this approach did also 

rectify the subgroup differences, it did so in a way that made the input data no longer 

representative of image choices. Finally, although Equalized Odds (Hardt et al., 2016) is 

widely used in computer science, it is a post-processing approach that aims to ensure that the 

true and false positive rates are equal across groups, not that outcomes are comparable. As 

such, it did not effectively mitigate bias as measured in psychology and equal opportunity 

laws. Furthermore, the changing of scores based on subgroup membership is not compatible 
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with psychology and could violate equal opportunity laws, so is not appropriate for use with 

recruitment tools. Accordingly, for the current example, the in-progressing approach was 

most effective in terms of mitigating subgroup differences measured by metrics used by 

psychologists and being compatible with equal opportunity laws. The pre-processing 

approach also showed the same potential but was not compatible with the data format in this 

particular example.  

In summary. Overall, studies One, Two, Three, and Six demonstrate that I-O 

psychology and machine learning can effectively come together to create assessments that are 

valid and unbiased and combining the two fields can result in more valid and less biased 

assessments than psychology alone can. This is particularly true in the context of novel 

assessment formats that use untraditional data and formats that psychology may be less 

optimised to take advantage of. As such, combining computer science and psychology can 

give rise to a better candidate experience through more innovative assessments (al‐Qallawi & 

Raghavan, 2022; Georgiou & Nikolaou, 2020; Leutner et al., 2021; Mavridis & Tsiatsos, 

2017; Smits & Charlier, 2011), such as image-based formats. Moreover, these studies have 

demonstrated the importance of considering the legal landscape and social implications when 

applying bias mitigation approaches from computer science in order to ensure compliance 

with equal opportunity laws while rectifying subgroup differences. Furthermore, the format 

of the data and what it represents must be considered to ensure that any transformations made 

to the data still encode the original insights represented in the data. Nevertheless, they did 

highlight the potential for computer science and machine learning to effectively come 

together to prevent and mitigate bias in algorithmic recruitment tools. 

Test-taking experience of neurodivergent adults 

Study Four. Since much of the research into the experiences of neurodivergent 

individuals focuses on children and adolescents in an educational setting (Leather & Kirwan, 

2012), the experiences of neurodivergent job applicants are not well understood. This is 
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despite the fact that more diverse workplaces result in more collaborative teams in the 

workplace (Gomathy, 2023) and can lead to better business outcomes, including higher profit 

(Herring, 2009). Neurodiverse employees can also bring unique strengths to the workplace, 

such as creativity, passion, out-of-the-box thinking, and problem-solving (Beetham et al., 

2017; Cope & Remington, 2022; De Beer et al., 2014; Hoogman et al., 2020; Kannangara et 

al., 2018; McDowall et al., 2023; Sarkis, 2014; Sauter & McPeek, 1993; Sedgwick et al., 

2019; Steele et al., 2021; Weinberg & Doyle, 2017). As such, understanding the factors that 

might present a barrier for neurodivergent applicants is essential. 

Accordingly, Study Four conducted interviews with neurodivergent adults, with a 

diagnosis of ADHD, dyslexia, or autism who were or had recently been employed, on their 

experiences with recruitment tools. Specifically, it sought to understand barriers to 

employment or optimal performance that pre-employment tests could pose and associated 

accommodations that could help to minimise these barriers. The interviews also endeavoured 

to gather insights on how algorithmic formats might alleviate or exacerbate these barriers or 

provide or remove adjustments in comparison to traditional formats.  

During the interviews, interviewees shared rich insights about their experiences with 

recruitment tools, identifying a number of barriers that affected their performance. This 

included a narrow focus, both in terms of performance in a narrow time frame and a focus on 

narrow skills or traits that did not let them showcase all of their strengths, ambiguous 

language and a lack of feedback, the pressure of completing an assessment in a short period 

of time, and an internal battle about whether or not to disclose their condition to access 

adjustments due to concerns about being met with bias and stigma. Many of these barriers 

were present for both traditional and algorithmic formats, but a key distinction between the 

two was human presence, where the lack of human involvement in algorithmic assessments 

relative to traditional assessments was seen as a way to reduce pressure and judgement by 
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some and as taking away opportunities to ask questions for others. Moreover, multiple 

interviewees expressed that algorithmic tools did not work well and were not complex 

enough compared to what could be achieved given advancements in technology, including 

using AI to provide instant, personalised feedback. Furthermore, although issues such as 

stress that resulted from being primed with a test scenario and time pressures to complete the 

task within the allotted window can apply to all test-takers, the remaining barriers were 

spoken about specifically in relation to being neurodivergent, suggesting that interviewees 

perceived a gap in their experiences compared to neurotypical test-takers. Unsurprisingly, 

these barriers and concerns about having a differential experience compared to neurotypical 

test-takers led to a stressful experience when completing pre-employment tests. 

In terms of accommodations, many of the suggestions served as ways to reduce stress. 

For example, interviewees suggested that giving feedback and allowing for preparation time 

could optimise performance, respectively, and written communication could help to reduce 

ambiguity. Allowing neurodivergent test-takers to have extra time if desired was also 

suggested as a mechanism to reduce disparities between neurodivergent and neurotypical test-

takers, and widening the focus of assessments or conducting them over a longer period of 

time could allow neurodivergent applicants to better show their unique skills. Furthermore, 

interviewees advised that the format and display of assessments should be taken into 

consideration so as to not create sensory issues, distractions, or reduce readability, such as 

providing a toggle for dark mode. Finally, gamification was suggested by multiple 

interviewees as a way to reduce test-taking anxiety and make the assessment more pleasant. 

As such, while the majority of these adjustments could be implemented for both traditional 

and algorithmic formats, gamification is more conducive to algorithmic formats.  

These findings indicated that there was potential for algorithmic formats to make the 

test-taking experience more pleasant for neurodivergent candidates due to the customisability 
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of their interface and inclusion of elements of game. They also highlighted the importance of 

ensuring that the validation of these tools considers neurodivergent applicants and other 

disabled applicants to ensure that their needs can be met. While each individual is likely to 

have their own needs and preferences, accessibility adjustments are likely to benefit a range 

of applicants, whether or not they have a disability or are neurodivergent (Evett & Brown, 

2005; Leather & Kirwan, 2012). This was also supported by the interviews, where although 

interviews represented a variety of neurotypes that included ADHD, autism, dyslexia, anxiety 

disorder, dyspraxia, and dyscalculia, all of the barriers and adjustments were identified by 

multiple individuals with various neurotypes. As such, although candidate experiences are 

unique to individuals and adjustments should be evaluated on a case-by-case basis (Moody, 

2015), the adjustments recommended by interviewees could serve as a first step to improve 

accessibility and test-taking experience for all. These insights also informed the creation of 

the neurodivergent compatibility scale that was used in Study Five. 

Study Five. Study Five quantitatively measured i) differences in test-taking 

experience between neurodivergent and neurotypical test-takers, ii) differences in test-taking 

experience between an image-based and questionnaire-based assessment of personality, and 

iii) differences in the compatibility of formats with different ways of thinking. Test-taking 

experience was measured in terms of motivation, concentration, ease, comparative anxiety, 

external attribution, and perceived fairness. These subscales were also aggregated to calculate 

overall test-taking experience where external attribution and comparative anxiety were 

reversed such that all scales measured a positive experience. Compatibility of the formats 

with neurotypes was measured through the neurodivergent compatibility scale that was 

informed by the interviews in Study Four and aims to measure how the format and display of 

the assessment interact with different ways of thinking.  
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Before any statistical analysis was carried out, the neurodivergent compatibility scale 

was examined for internal reliability and factor structure. Originally composed of six 

statements that were directly informed by quotes from the interviews described in Study 

Four, internal reliability analysis and principal component analysis indicated that the fifth 

statement did not fit well with the other statements so was removed from the scale. The scale 

was then re-tested, resulting in strong internal reliability and an alpha value of .836. Principle 

component analysis subsequently indicated that the scale represented a single factor with the 

fifth statement removed, and confirmatory factor analysis indicated a relatively good model 

fit.  

To investigate H3, which predicted that there would be differences in the overall test-

taking experience of neurotypical and neurodivergent test-takers for both formats, using 

ratings of the test-taking experience on both formats from neurodivergent and neurotypical 

test-takers, an independent t-test was carried out for each format. These tests indicated that 

neurotypical test-takers reported a significantly more positive test-taking experience 

compared to neurodivergent test-takers for both the image- and questionnaire-based format. 

This supported H3.1 and H3.2, which predicted neurotypical applicants would have a more 

test-taking experience on the questionnaire-based and image-based assessment, respectively. 

To investigate H3.3, whether neurotypical test-takers had more favourable ratings on all of 

the experience subscales for the image-based format, a MANOVA analysis was carried out. 

Here, neurotypical test-takers experienced significantly greater motivation and concentration, 

less anxiety and external attribution, and perceived the test as fairer and easier in comparison 

to neurodivergent test-takers. As such, H3 was supported. Accordingly, the views shared by 

interviewees in Study Four that neurodivergent and neurotypical test-takers have differential 

experiences were supported quantitatively. This also concurred with previous research that 
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indicated that selection assessments can be perceived as lacking inclusivity for neurodiverse 

applicants and only being optimised for neurotypical applicants (Vincent & Fabri, 2022). 

H4 proposed that there would be differences in the test-taking experience between the 

two formats. To test this, a paired samples t-test was carried out using overall experience 

scores for the two formats, finding that there were no significant differences. As such, H4.1 

was not supported and H4.2, which proposed that there would be differences between the 

formats on the experience subscales, was not tested. This did not concur with findings from 

research into other, similar formats such as game-based assessments, which are perceived as 

more satisfying, immersive, better designed, and less anxiety-inducing compared to 

traditional measurements of the same traits (Georgiou & Nikolaou, 2020; Leutner et al., 

2021; Mavridis & Tsiatsos, 2017; Smits & Charlier, 2011). However, this study provided first 

data on test-taking experiences of image-based assessments and was conducted with an 

image-based assessment that was undergoing validation and was hence longer than it would 

be once deployed in practice. 

H5.1 proposed that the image-based format would lead to a better test-taking 

experience on the subscales for neurodivergent test-takers specifically compared to the 

questionnaire format. This is because image-based assessments largely remove the language 

element from the assessment and represent choices visually, which could benefit individuals 

with ADHD and dyslexia in particular, who can have a preference for visual processing (De 

Beer et al., 2014; Fassbender & Schweitzer, 2006). Moreover, given that alternative 

assessment formats can help to reduce anxiety (Mavridis & Tsiatsos, 2017; Smits & Charlier, 

2011), this could make the test more compatible with neurodivergent test-takers’ ways of 

thinking as they can experience greater test-taking anxiety (Lewandowski et al., 2015; Nelson 

et al., 2014, 2015), which can impact performance (Hembree, 1988; McCarthy & Goffin, 

2005). 
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To test this, a repeated measures MANOVA was carried out. This indicated that 

concentration and ease were significantly higher for the questionnaire-based assessment, 

while the image-based assessment was rated as fairer but higher in external attribution. H5.2 

predicted that the image-based assessment would be more compatible with neurodivergent 

ways of thinking than the questionnaire-based assessment. To test this, ratings on the 

neurodivergent compatibility scale were compared using a paired samples t-test, which 

indicated that the questionnaire-based assessment (M = 3.64) was rated as significantly more 

compatible with neurotype than the image-based assessment (M = 3.46), meaning H5.2 was 

not supported.  

Finally, given that different neurotypes can experience different barriers and have 

unique needs (Moody, 2015), H5.3 predicted that there would be differences in the 

compatibility of formats by neurotype. To test for this, a repeated measures ANOVA with 

diagnosis as a between-subjects variable was carried out. Multivariate tests indicated that 

both format and diagnosis had significant effects, and there was also an interaction effect for 

the two variables. Pairwise comparisons for diagnosis indicated that test-takers with a 

diagnosis of dyslexia (M = 3.89) had significantly higher compatibility ratings than test-

takers with a diagnosis of autism (M = 3.51) and ADHD and autism (M = 3.23) in general. 

Furthermore, pairwise comparisons for the interaction between format and diagnosis found 

that test-takers with a diagnosis of ADHD and autism rated the questionnaire-based format 

(M = 3.37) as significantly more compatible with their neurotype than the image-based 

format (M = 3.10). The same pattern was seen for test-takers with a diagnosis of just autism, 

with the questionnaire-based measure (M = 3.72) rated as more compatible than the image-

based measure (M = 3.31). Other diagnosis groups did not have a significant difference in 

their compatibility ratings of the two formats. As such, H5.3 was supported. The fact that 

autistic test-takers in particular found the questionnaire-based format more compatible with 
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their neurotype also concurs with the atypical approach to interpreting and processing social 

cues that autistic individuals can have (Ashwin et al., 2015). Indeed, since the interpretation 

of the images relied on social cues, this could have lacked compatibility with autistic ways of 

thinking and interpretation.  

In summary. Overall, Studies Four and Five indicated that there are a number of 

factors that can impact the test-taking experience. While selection assessments are not 

typically a particularly pleasant experience for any applicant, they are often perceived as 

more unpleasant by neurodivergent applicants and thus could be considered unfair due to the 

disparity in the experience. This is particularly true as some barriers to optimal performance 

may be more readily or even exclusively associated with being neurodivergent or otherwise 

disabled. This, therefore, highlights an important distinction between fairness and bias in 

psychology, where despite an assessment not being biased as defined by differential outcomes 

for different groups, it can still be unfair if it results in differential test-taking experiences 

since fairness is driven by social perceptions (SIOP, 2018). Moreover, Study Five highlights 

the complexity of the factors that can influence test-taking experience, where although the 

image-based format was seen as more difficult to complete, harder to concentrate on, and 

higher in external attribution, it was still rated as fairer in terms of having a chance to 

perform.  

Further, although the findings of these studies indicate that there is potential for 

algorithmic formats to improve the test-taking experience for neurodivergent candidates, and 

applicants in general, this potential was not realised in the current study. However, the 

findings of these studies also did not indicate that image-based formats negatively impact the 

test-taking experience or introduce image-based assessments, so still support the potential of 

these assessments.  
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Limitations and future research  

Although largely exploratory and building on the small amount of research that does 

exist in relation to the fairness and bias of algorithmic recruitment tools, this research is not 

without limitations. Furthermore, given that this research provided some first data, it opens 

up the potential for future research that builds on these findings and addresses the limitations 

of the present research.  

Extrapolating from a low-stakes context 

The data in the current study was collected in a low-stakes context, where test-takers 

were recruited through panels and compensated for their time and responses. As such, despite 

the fact that responses can be rejected or returned on Prolific due to poor quality, which 

would provide some incentive to perform, this was a relatively low-stakes context. 

Consequently, responses to the measure may not reflect responses that would have been given 

in a high-stakes context since applicants can try to inflate their scores to appear more 

favourably when completing measures as part of an application process (Arthur et al., 2010; 

Le et al., 2011). This could explain some of the subgroup differences, which are discussed 

below, if certain groups tried to inflate their scores more than others. Notwithstanding this, 

recent research has indicated that algorithms trained in a low-stakes context are generalisable 

to high-stakes contexts (Stevenor et al., 2024). Nevertheless, future research should 

endeavour to use real-life data. For example, Study Six could be replicated with real-life 

recruitment data from (consenting) applicants self-reporting that they are neurodivergent.  

Recruiting respondents through Prolific 

All of the quantitative data that supported this research were sourced from Prolific 

Academic. Prolific has been demonstrated to be associated with lower levels of dishonest 

behaviour (Peer et al., 2017) and better-quality data (Douglas et al., 2023) than other crowd 

sourcing platforms such as Mturk. Moreover, Prolific Academic has a number of filters and 

pre-screening criterion that can be used to limit participation to allow targeted data collection 
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and only permit responses from individuals that have previously provided high-quality 

responses, as judged by prior participation, where poor response quality can result in 

panellists being penalised (Palan & Schitter, 2018). However, despite the advantages of 

Prolific over other panel providers, the use of a panel provider could limit the generalisability 

of the findings of this research. Indeed, individual differences can play a part in how likely an 

individual is to sign up to an online panel provider and participate in surveys; research 

indicates that individuals who are more intrinsically motivated are more likely to participate 

in online panels (Brüggen et al., 2011). Moreover, paid survey participation has been 

associated with lower levels of openness to experience (Buchanan, 2018; Valentino et al., 

2021) and self-selected participants have been found to have higher extraversion and lower 

conscientiousness than non-participants (Ljepava, 2023). As such, this may have implications 

for the performance of the algorithms when applied to non-panel participants and 

generalisability of findings regarding test-taking experience given that the participants in 

these studies are likely to perceive questionnaires differently to those who do not regularly 

participate in questionnaire research.  

Subgroup differences in scores 

In computer science, subgroup differences in outcomes can be seen as inherently bad 

and as something that should be corrected in order to have an unbiased algorithm or 

assessment, such as in the case of the notion of independence (Barocas & Hardt, 2017; Hardt 

et al., 2016). However, in psychology, subgroup differences are not necessarily a cause for 

concern if they represent genuine differences in abilities or traits and are not a result of the 

measurement tool (measurement bias) or regression line (predictive bias; SIOP, 2018). 

Studies Two and Six found that subgroup differences in the scores predicted by the 

algorithms mirrored subgroup differences in the questionnaire-based scores that were used as 

training data. This highlights how biases in the training data can be reflected in algorithm 

outputs (Tay et al., 2022). While this finding did indicate that these differences were likely 
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not a result of the algorithm or format, there was a lack of investigation into whether these 

subgroup differences in the training data were a result of genuine differences in ability or 

measurement bias in the questionnaire-based measure since performance data was not 

collected. As such, in the event that training data demonstrates subgroup differences in 

scores, future studies should make an effort to investigate the source of these subgroup 

differences, such as by examining whether there are differences in performance (SIOP. This 

also highlights the importance of collecting performance data when validating pre-

employment tests in order to evaluate their predictive validity and provide additional support 

for their use in line with the Uniform Guidelines (EEOC, 1978).  

Bias mitigation 

The bias mitigation worked examples served as a demonstration of how computer 

science approaches to bias mitigation work in practice and a vehicle to examine how 

compatible the transformations they make are with psychology and equal opportunity laws. 

As such, while the in-processing approach was the most compatible for the present study, this 

claim cannot be generalised beyond the specific mitigation approaches used in the worked 

example, namely Learning Fair Representations (Zemel et al., 2013), Prejudice Remover 

Regularizer (Kamishima et al., 2011), and Equalised Odds (Hardt et al., 2016). Accordingly, 

future research could build on these findings to compare a variety of pre-processing, in-

processing and post-processing bias mitigation techniques to determine which specific 

techniques are compatible with psychology. This could be further extended by comparing 

different types of data that may be collected from algorithmic tools, such as binary data, 

continuous data, and even language. This research would provide psychologists with a toolkit 

of techniques they can apply from computer science with the knowledge that they are 

compatible with the social context of algorithmic recruitment tools. It could also give rise to 

greater collaboration between the two fields in order to develop further techniques that draw 
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on the varying approaches to bias in computer science (Verma & Rubin, 2018), building on 

emerging efforts in this area (Rottman et al., 2023).  

The link between bias and fairness 

Although bias and fairness are distinct concepts (SIOP, 2018), biased outcomes can 

influence fairness perceptions (Wang et al., 2020). However, in the current research, bias and 

fairness were examined in isolation; Studies Two, Three, and Six examined bias while 

Studies Four and Five focused on fairness. Moreover, the factors driving fairness perceptions 

in Study Six were not explored. This could have provided insight into why the image-based 

format was seen as fairer than the questionnaire-based format despite being rated more 

difficult, harder to concentrate on, and more prone to external attribution. As such, the 

findings of Study Six could be built upon by examining whether the remaining experience 

scales predicted fairness perceptions. Follow-up interviews could also have been conducted 

with respondents to gain richer insights into their perceptions of the two formats and their 

justifications for the ratings they provided on the questionnaire (Bowen et al., 2017). This 

also may have helped to provide clarifications in cases where quantitative ratings and 

qualitative responses to the open-ended questions were not aligned.  

Moreover, the link between biased outcomes and fairness could be examined in 

relation to bias audits. New York City Local Law 144 (The New York City Council, 2021) is 

the first in the world to require independent, impartial bias audits of automated employment 

decision tools. The law requires impact ratios to be calculated for the outputs of tools used to 

make employment decisions – hiring or promotions – in New York City, where the impact 

ratios must be calculated in a similar way to the four-fifths rule (DCWP, 2023). It also 

imposes transparency requirements, where a summary of the results of the audit must be 

made publicly available on the website of the employer or employment agency that is subject 

to the audit. This has already influenced the proposal of several similar laws in the US, 

including in New York State, New Jersey, and Pennsylvania (Hilliard et al., 2024), meaning 
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that bias audits and such transparency are likely to become the norm in the coming years. 

However, while only a small number of employers are currently required to comply with the 

New York City law (Hilliard et al., 2024), this transition period represents a unique 

opportunity to examine the real-life impact that bias audits have on fairness perceptions of 

algorithmic tools. Specifically, research could examine perceptions of a tool before and after 

it has been subject to a bias audit and the summary of results has been published. Assuming 

that the outcome of the audit is positive, this would provide an opportunity to investigate 

whether evidence of unbiased outcomes improves fairness perceptions.  

This could also be examined further in a laboratory setting to examine whether the 

amount of information shared about the audit and the audit outcome itself influence fairness 

decisions. For example, fairness perceptions of an algorithmic tool could be compared across 

four conditions: i) no information provided about the audit, ii) participants are informed that 

the tool has been audited by a third-party with no outcome specified, iii) participants are 

informed that the tool has been audited by a third-party with no evidence of bias found, and 

iv) participants are informed that the tool has been audited by a third-party and evidence of 

bias was identified. This would provide insights into the direct influence of bias on fairness 

perceptions and the optimal amount of information that should be shared about adverse 

impact testing to avoid additional information unintentionally resulting in more concerns 

(Langer et al., 2021). 

Moreover, although auditing is well established in the financial services sector, bias 

audits of algorithmic tools are a new practice and could lead to concerns about audits being 

conducted due to suspicions of wrong-doing or tools being biased (Landers & Behrend, 

2022), rather than them being conducted as a standard practice. As such, perceptions of bias 

audits and the influence of bias audits on fairness perceptions could be studied through 

longitudinal research as bias audits become the norm. 
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Focus groups to identify specific adjustments  

Sticking with the theme of fairness, the results of Studies Four and Five indicated that 

there was potential for image-based assessments to increase the fairness of selection 

assessments for neurodivergent candidates, but this potential was not realised. While these 

studies provided first data, they did not provide particularly actionable insights into how an 

image-based format may be elevated by certain features in order to increase accessibility. As 

such, future research could conduct focus groups with neurodivergent individuals to gather 

rich insights into how specific tools could be adjusted to support different needs, including 

features that may be toggled on and off. These interviews could focus on addressing the 

principles of universal design, for example, to ensure that assessments are optimised for 

equitable use, flexibility in use, a simple and intuitive design, perceptible information, 

tolerance for error, low physical effort, and approach and use (Doyle, 2023; The Center for 

Universal Design, 1997). By having these features directly informed by insights from 

neurodivergent test-takers, they would likely be more effective than accommodations that 

non-disabled test designers may assume that disabled applicants need. 

Neurodivergent compatibility scale  

The neurodivergent compatibility scale was specifically created for the purposes of 

Study Five because there was a lack of an existing scale that considered how assessment 

formats and displays might interact with different neurotypes. As such, the scale was 

validated and then used to quantify perceptions with a single dataset. However, given that the 

scale has been partially validated in terms of internal reliability and factor structure and that 

there is a clear gap for such a scale, this validation could be built upon through a dedicated 

validation study. Specifically, split-half reliability and test-retest reliability should be 

evaluated (Fenn et al., 2020) through additional panels. These panels could also include 

different neurotypes beyond those examined (ADHD, dyslexia, and autism) to determine 

whether the scale can be applied to neurodiversity research in general. Subject matter experts 
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who specialise in neurodiversity could also be consulted to ensure the scale’s content validity 

and construct validity (Fenn et al., 2020). As a consequence of this more robust validation, 

the scale could be made available to researchers and pave the way for more research into the 

compatibility of different assessment formats for neurodiverse applicants. Given the lack of 

research in this area, a scale like this could prove valuable and help to increase diversity in 

applicant pools and ultimately in the workplace. 

Investigating a wider range of neurotypes  

Finally, diagnoses of ADHD, dyslexia, and autism were specifically chosen for the 

current research due to the benefits that image-based formats could specifically have for 

individuals with ADHD and dyslexia and the potential issues with interpreting social cues 

that could come for test-takers with autism. However, a limitation of this deliberate limiting 

of the scope of the research also means that the findings cannot be generalised beyond these 

diagnosis groups as each of the conditions under the umbrella term of neurodiversity has 

unique symptoms and associated barriers (British Psychological Society, 2021). As such, 

future research could take a similar approach as Study Five, taking into consideration the 

recommended avenues for future research discussed above, but with other neurotypes. This 

would provide an opportunity to ensure that recruitment tools can accommodate as many 

different needs as possible.  

Implications 

This research provided first data on a number of applied considerations in relation to 

the use of algorithms and alternative assessment formats in recruitment, particularly with 

respect to image-based assessments, which have rarely been reported on in the literature. This 

is likely because image-based formats are not used at the same scale as other formats such as 

game-based assessments and asynchronous video interviews, as well as the fact that 

information pertaining to assessment performance is often commercial intellectual property 

and, therefore, not publicly shared.  
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In particular, this research supported the use of machine learning scored image-based 

assessments in recruitment in terms of their validity and lack of bias, where a machine 

learning based approach outperformed typical psychology approaches and could allow 

candidate experience to be further enhanced through short but highly accurate assessments, 

for example. It also found that some of the existing machine learning approaches to bias 

mitigation are compatible with algorithmic recruitment tools and can effectively reduce 

subgroup differences in scores, providing a starting point for the development of additional 

compatible tools and signposting the approaches that psychologists can use in the interim, 

providing that the subgroup differences do not reflect genuine group differences in 

performance.  

This research also highlighted the need to ensure that selection procedures are as 

inclusive to as many different needs as possible and provided a starting point for practitioners 

to do so through the principles of universal design, for example. Moreover, first data was 

provided on the potential of image-based formats to level the playing field, providing 

practitioners a starting point to make informed decisions about how different assessment 

formats might impact the fairness of test-taking experiences and affect the accessibility of the 

procedure for different groups. 

General conclusion 

The overall aim of this research was to investigate the fairness and bias associated 

with algorithmic recruitment tools through the lens of image-based assessments, specifically 

the implications of combining psychology and machine learning on test bias and experiences 

of fairness. This thesis provided first data comparing how psychology and machine learning 

approaches to scoring impact test validity and subgroup differences and examined the 

compatibility of machine learning based mitigation approaches with psychology and equal 

opportunity laws, paving the way for the development of metrics that fit these specifications 
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by interdisciplinary teams. Moreover, this research found that algorithms trained on the 

general population can generalise to neurodivergent test-takers, providing some reassurance 

that well-trained algorithmic tools are not only optimised to evaluate neurotypical test-takers.  

In regard to fairness, this research found that there are disparities in the test-taking 

experience of neurotypical and neurodivergent applicants, where neurotypical have a more 

positive experience. This research also demonstrated that there is potential for image-based 

assessments to help close this gap, although this impact was not realised, and additional 

research is required to further investigate how pre-employment tests can cater for a variety of 

different needs. Furthermore, this research created a partially validated measure of the 

compatibility of assessment formats with neurodivergent ways of thinking that could be 

validated in a dedicated study, providing a mechanism to better explore the suitability of 

different assessment formats for different groups. Overall, this thesis has laid the foundations 

to further explore how psychology and machine learning can come together to improve the 

test-taking experience and create assessments that are unbiased and fair for all.  
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Appendix A 

Worked bias mitigation example for conscientiousness (Chapter 2) 

The Google Colab version of this worked example can be seen here. 

https://drive.google.com/file/d/1TRnivzwM8gLBZTGDq6OR8jngRJszY4rp/view?usp=drive_link
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Appendix B 

Worked bias mitigation example for emotional stability (Chapter 2) 

The Google Colab version of this worked example can be seen here.  

 

https://drive.google.com/file/d/152vuAb3pNBNUU9SFBIZCCZkNTTi9R103/view?usp=drive_link
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Appendix C 

Cohen’s d Values for the 150 Items Selected in Study One (Chapter 3) 

Mapped 

trait(s) 

n respondents 

selecting 
Cohen's d Image retained in model 

Image 1 Image 2 O C E A N O C E A ES 

O 183 249 -0.69 0.00 -0.17 -0.39 -0.13 1  1, 2   

A/ES 249 180 0.34 0.03 0.27 0.54 -0.30 1   1  

C/A 193 237 -0.21 0.31 -0.37 -0.27 0.32 1     

ES 189 240 -0.21 -0.17 -0.72 0.00 0.73 1     

O/C 179 252 0.48 -0.21 0.56 -0.21 -0.35 1     

O 104 325 -0.76 0.31 -0.33 -0.35 0.12 2     

O 325 105 0.83 -0.23 0.36 -0.25 -0.24 2     

O 209 222 -0.54 -0.37 0.22 0.06 0.10 2     

C/ES 144 284 -0.26 -0.20 -0.60 -0.24 0.57 2     

A/ES 242 189 -0.09 0.19 -0.43 -0.43 0.27 1, 2     

ES/C 243 188 0.16 -0.46 -0.33 -0.37 0.34 1, 2     

A 144 285 -0.14 -0.85 0.42 -1.03 -0.01  1  2 1 

E 78 352 -0.29 -0.66 -0.94 0.27 0.50  1    

C 281 147 -0.04 1.51 0.27 0.04 -0.54  1    

O 314 116 0.57 0.33 -0.06 0.20 -0.41  1    

C 189 240 0.31 -0.91 -0.93 0.11 0.75  2 2 2 1 

ES 263 166 0.30 0.30 1.07 0.18 -0.77  2   2 

O/C 206 224 0.92 -0.42 -0.05 -0.13 0.24  2   2 

E 131 297 -0.34 -0.30 -0.94 0.00 0.47  2    

C 320 111 -0.30 0.61 0.22 0.09 -0.65  2    

O/ES 175 256 0.34 -0.39 0.55 0.17 -0.56  2    

A 323 107 0.24 0.59 0.66 0.76 -0.24  1, 2 1, 2 1, 2  

ES 158 273 0.08 -0.51 -0.71 0.12 0.84  1, 2 1,2  1,2 

C 267 165 0.10 0.81 0.49 -0.18 -0.59  1, 2   1,2 

C 273 158 0.07 0.77 -0.10 0.57 -0.06  1, 2    

C 132 299 0.14 -0.75 -0.01 -0.59 0.05  1, 2    

C 205 226 0.12 -0.86 -0.24 0.03 0.31  1, 2    

C 220 210 0.22 -0.74 0.41 -0.61 -0.05  1, 2    

E/C 176 255 0.19 -0.39 0.34 -0.18 -0.19  1, 2    

ES 180 248 -0.32 -0.38 -0.86 -0.07 0.76   1  2 

ES/O 265 164 -0.47 -0.13 0.14 -0.15 0.25   1   
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E 248 182 -0.15 -0.34 -1.00 0.15 0.43   1   

E 207 223 -0.02 0.14 1.19 0.27 -0.59   2  2 

E 241 188 0.03 0.53 -0.85 0.51 0.11   2  2 

C/ES 238 191 -0.12 -0.22 -0.95 -0.24 0.75   2  2 

E 259 171 -0.38 -0.48 -1.27 -0.02 0.83   2   

E 243 187 -0.14 -0.28 -1.14 -0.13 0.57   2   

O/E 211 220 0.31 -0.21 -1.17 -0.31 0.44   2   

O/ES 243 188 -0.28 0.01 -0.76 0.25 0.61   1, 2  1,2 

O 54 377 0.59 -0.26 -0.27 -1.77 0.51   1, 2   

C/E 299 132 -0.17 0.33 -0.72 0.27 -0.19   1, 2   

C/E 157 273 -0.01 -0.35 0.50 -0.62 -0.30   1, 2   

O/ES 202 229 0.43 0.05 0.53 -0.30 -0.49   1, 2   

E/C 141 289 -0.05 -0.22 0.72 -0.39 -0.27   1, 2   

O/ES 161 270 0.33 -0.02 1.35 -0.54 -0.93   1, 2   

E/O 174 257 -0.43 -0.02 0.97 0.09 -0.31   1, 2   

O 104 328 -0.78 -0.72 -0.39 -0.74 0.05    1  

O/E 222 207 0.71 0.24 -0.29 0.48 0.01    1  

O/A 91 339 0.25 0.07 -0.22 -0.71 0.22    1  

A 73 358 -0.53 -0.42 0.21 -1.36 -0.28    1  

A 346 84 -0.04 0.68 -0.01 0.67 0.11    1  

A/C 239 191 0.24 -0.85 0.24 0.55 0.13    1  

E/ES 155 277 0.18 0.00 0.73 -0.19 -1.28    1  

C 364 66 0.27 1.34 0.25 0.39 -0.19    2  

E/A 143 287 -0.17 0.14 0.47 -0.65 -0.49    2  

E/C 172 257 -0.18 -0.73 0.47 -0.40 0.06    2  

O 112 318 -0.54 -0.04 -0.43 -0.48 0.34    1, 2  

A 344 86 0.35 -0.01 0.02 1.09 0.01    1, 2  

A/E 343 88 -0.59 -0.07 -0.39 0.82 0.07    1, 2  

O/ES 140 291 0.34 0.26 -0.28 -0.12 -0.36    1, 2  

A/C 204 225 0.38 -0.59 -0.20 0.21 0.49     1 

ES 164 265 -0.11 -0.49 -0.61 0.06 1.11     2 

ES 164 267 -0.23 -0.36 -0.76 0.21 0.73     1,2 

ES 278 153 -0.36 -0.39 -0.76 0.04 0.69     1,2 

A 289 143 0.13 -0.21 -0.37 -0.52 0.29     1,2 

ES 266 165 -0.03 0.16 0.43 0.00 -1.01     1,2 

E/O 285 145 -0.54 0.03 0.44 0.02 -0.37     1,2 
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E/A 194 236 -0.13 0.18 0.60 -0.36 -0.79     1,2 

A/O 281 149 -0.40 0.28 0.10 0.39 0.16     1,2 

ES 328 104 0.19 -0.02 -0.49 0.31 0.71      

A 328 101 0.17 0.71 -0.33 0.63 0.11      

A 342 89 0.57 0.59 0.70 0.58 -0.72      

A 71 359 -0.24 -0.79 0.48 -0.61 -0.11      

A 364 65 -0.22 0.31 -0.13 0.97 -0.19      

A 359 70 0.34 0.68 0.48 0.53 -0.71      

E/ES 172 257 -0.05 -0.04 0.47 0.13 -0.40      

E/ES 253 179 -0.22 0.06 -0.61 0.01 0.61      

E/A 130 301 -0.13 -0.17 0.54 -0.41 -0.50      

ES/C 90 341 -0.20 -0.53 -0.81 -0.63 0.76      

E/ES 262 169 -0.35 0.16 0.73 0.23 -0.44      

E/O 224 208 -0.62 0.02 0.49 -0.06 0.25      

A/ES 177 253 0.16 0.00 0.61 0.28 -0.43      

O/A 198 233 0.39 -0.16 -0.17 -0.39 0.21      

O/E 167 263 0.64 -0.08 -0.24 -0.05 0.14      

A/ES 222 209 0.24 0.39 -0.29 0.24 -0.58      

A/ES 182 249 -0.02 -0.37 -0.35 -0.49 0.24      

C/ES 171 258 0.03 0.49 0.23 0.13 -0.37      

ES/C 254 177 -0.10 -0.31 -0.43 0.09 0.45      

A/C 173 258 0.29 -0.45 0.15 0.22 -0.06      

O 47 382 -0.57 -0.54 -0.69 -0.27 0.51      

C 281 148 0.02 1.06 0.47 0.19 -0.62      

A 178 253 0.21 -0.30 0.30 -0.55 -0.50      

O 108 323 -0.51 0.35 -0.25 0.24 -0.18      

C 98 333 0.03 -0.82 -0.14 -0.40 0.03      

O 109 321 0.54 0.10 0.21 -0.04 -0.13      

C 193 239 0.42 0.72 -0.04 0.38 0.23      

E 225 206 -0.13 -0.38 -1.12 -0.43 0.51      

E 312 120 -0.27 -0.13 -0.87 0.04 0.29      

E 292 138 0.19 0.39 1.08 0.14 -0.83      

E 226 202 0.20 -0.09 1.00 0.08 -0.49      

O 264 166 -0.48 -0.35 -0.66 0.02 0.49      

E 197 233 0.11 -0.29 -1.13 -0.12 0.67      

C 354 75 -0.44 0.96 -0.81 0.52 0.04      
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E 224 208 0.17 -0.11 -0.94 0.20 0.37      

C 242 190 -0.04 0.78 0.48 0.36 -0.50      

O 71 359 -1.05 -0.15 -0.51 0.24 0.22      

E 342 86 -0.51 0.18 -1.03 0.49 0.45      

ES 284 146 0.03 0.35 0.53 0.04 -0.83      

ES 109 322 -0.41 -0.62 -1.04 -0.28 0.80      

ES 165 266 -0.19 -0.65 -0.94 0.04 1.17      

C 301 129 0.19 0.73 0.25 0.46 -0.39      

A 180 250 -0.45 -0.40 0.05 -0.70 -0.01      

C/A 280 150 0.51 -0.31 -0.22 0.23 0.44      

C/ES 302 128 0.03 -0.41 -0.65 0.06 0.56      

C/E 268 163 0.08 0.51 -0.28 -0.09 -0.19      

E/A 162 269 0.13 -0.03 0.30 -0.64 -0.26      

A/ES 281 150 0.53 0.22 0.59 0.47 -0.34      

ES/O 190 241 0.37 -0.37 0.00 0.35 -0.58      

E/A 252 179 -0.06 0.12 -0.89 0.26 0.12      

O/E 254 175 -0.35 0.06 0.94 0.27 -0.24      

C/O 269 161 -0.30 0.34 -0.40 -0.12 -0.04      

C/A 202 230 -0.14 0.39 0.32 -0.78 -0.36      

C/ES 222 209 -0.05 -0.38 -0.74 -0.10 0.40      

A/E 207 224 -0.34 0.20 0.24 -0.82 -0.22      

C/E 333 98 0.08 0.95 -0.48 0.69 -0.01      

O/ES 331 100 -0.67 0.36 -0.84 -0.05 0.40      

C/O 301 129 -0.58 0.69 -0.48 -0.14 0.14      

C/ES 195 235 -0.21 -0.36 -0.48 0.18 0.90      

A/E 269 161 0.38 0.15 -0.91 0.34 0.41      

O/A 116 313 0.37 -0.19 0.32 -0.68 -0.31      

O/A 144 287 0.28 -0.11 0.84 -0.82 -0.36      

E/ES 205 225 0.32 0.18 0.58 0.05 -0.49      

E/ES 182 248 -0.20 -0.14 0.94 -0.16 -0.69      

A/ES 312 119 0.18 0.25 0.57 1.02 -0.47      

E/C 196 235 -0.01 -0.51 0.53 0.05 -0.35      

E/O 254 176 -0.65 0.00 0.83 -0.45 -0.43      

E/ES 207 224 0.09 -0.19 0.83 -0.14 -0.35      

E/ES 150 281 0.51 0.16 0.61 0.16 -0.81      

C/A 290 141 -0.04 -0.22 -0.28 0.26 0.29      
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ES/A 204 224 0.17 0.06 -0.56 -0.42 0.42      

O/A 202 230 0.30 0.00 0.19 -0.44 -0.22      

ES/A 164 267 0.23 -0.17 -0.52 -0.55 0.28      

O/A 142 290 0.75 -0.24 0.33 -0.29 -0.34      

O/A 196 234 0.35 -0.02 0.33 -0.82 -0.29      

O/C 184 245 0.42 -0.73 -0.26 -0.37 0.61      

A/C 175 254 0.27 -0.71 -0.29 -0.25 0.21      

O/C 209 222 0.91 -0.26 0.12 0.07 -0.31      

A/E 265 166 0.36 -0.17 -0.48 0.40 0.21      

O/E 230 202 0.62 0.13 -0.38 0.58 0.36      

ES/E 232 199 0.04 0.05 -1.05 -0.29 0.29      
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Appendix D 

Full adverse impact analysis for the image- and questionnaire-based assessments (Study 

Two; Chapter 3) 

Table D1  

Adverse impact analysis for the image-based assessment based on the four-fifths rule, two 

standard deviations rule, and Cohen’s d (Accepted Adverse Impact Ratio: >.8. Accepted 

Cohen's D: < |.20|. Accepted 2 SD: <|2|). 

Demographic Subgroup 
Group 

Size 
n passing 

Pass 

rate 

Impact 

ratio 

Cohen's 

d 
2SD 

Openness 

Age Age 40 or older 75 35 0.47 0.92 -0.08 -0.61 

Age Under 40 years old 356 180 0.51 1.00   

Gender Female 222 130 0.59 1.00   

Gender Male 205 83 0.40 0.69 -0.37 -3.73 

Ethnicity Asian 66 19 0.29 0.47 -0.68 -3.72 

Ethnicity Black 73 38 0.52 0.85 -0.19 0.41 

Ethnicity Hispanic 56 31 0.55 0.90 -0.12 0.88 

Ethnicity Mixed 14 7 0.50 0.81 -0.23 0.01 

Ethnicity Other 13 8 0.62 1.00  0.85 

Ethnicity White 209 112 0.54 0.87 -0.16 1.49 

Conscientiousness 

Age Age 40 or older 75 42 0.56 1.00   

Age Under 40 years old 356 173 0.49 0.87 0.15 -1.17 

Gender Female 222 122 0.55 1.00   

Gender Male 205 93 0.45 0.83 -0.19 -1.98 

Ethnicity Asian 66 32 0.48 0.82 -0.21 -0.25 

Ethnicity Black 73 43 0.59 1.00  1.69 

Ethnicity Hispanic 56 23 0.41 0.70 -0.36 -1.41 

Ethnicity Mixed 14 3 0.21 0.36 -0.81 -2.16 

Ethnicity Other 13 4 0.31 0.52 -0.58 -1.40 

Ethnicity White 209 110 0.53 0.89 -0.13 1.11 

Extraversion 

Age Age 40 or older 75 38 0.51 1.00   

Age Under 40 years old 356 177 0.50 0.98 0.02 -0.15 

Gender Female 222 112 0.50 1.00   

Gender Male 205 102 0.50 0.99 -0.01 -0.14 

Ethnicity Asian 66 33 0.50 0.94 -0.07 0.02 

Ethnicity Black 73 39 0.53 1.00  0.66 

Ethnicity Hispanic 56 26 0.46 0.87 -0.14 -0.55 

Ethnicity Mixed 14 6 0.43 0.80 -0.21 -0.53 

Ethnicity Other 13 6 0.46 0.86 -0.14 -0.27 

Ethnicity White 209 105 0.50 0.94 -0.06 0.14 
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Agreeableness 

Age Age 40 or older 75 40 0.53 1.00   

Age Under 40 years old 356 175 0.49 0.92 0.08 -0.66 

Gender Female 222 136 0.61 1.00   

Gender Male 205 79 0.39 0.63 -0.47 -4.69 

Ethnicity Asian 66 28 0.42 0.74 -0.29 -1.32 

Ethnicity Black 73 39 0.53 0.93 -0.07 0.66 

Ethnicity Hispanic 56 21 0.38 0.66 -0.39 -1.99 

Ethnicity Mixed 14 8 0.57 1.00  0.55 

Ethnicity Other 13 5 0.38 0.67 -0.37 -0.84 

Ethnicity White 209 114 0.55 0.95 -0.05 1.88 

Emotional stability 

Age Age 40 or older 75 39 0.52 1.00   

Age Under 40 years old 356 176 0.49 0.95 0.05 -0.40 

Gender Female 222 98 0.44 0.78 0.25 -2.57 

Gender Male 205 116 0.57 1.00   

Ethnicity Asian 66 38 0.58 1.00  1.36 

Ethnicity Black 73 36 0.49 0.86 -0.16 -0.11 

Ethnicity Hispanic 56 27 0.48 0.84 -0.19 -0.27 

Ethnicity Mixed 14 5 0.36 0.62 -0.44 -1.08 

Ethnicity Other 13 5 0.38 0.67 -0.38 -0.84 

Ethnicity White 209 104 0.50 0.86 -0.16 -0.05 

Note. Violations in bold.
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Table D2  

Adverse impact analysis for the questionnaire-based assessment based on the four-fifths rule, 

two standard deviations rule, and Cohen’s d (Accepted Adverse Impact Ratio: >.8. Accepted 

Cohen's D: < |.20|. Accepted 2 SD: <|2|). 

Demographic Subgroup 
Group 

Size 

n 

passing 

Pass 

rate 

Impact 

ratio 

Cohen's 

d 
2SD 

Openness 

Age Age 40 or older 75 29 0.39 0.75 -0.26 -2.05 

Age Under 40 years old 356 184 0.52 1.00   

Gender Female 222 124 0.56 1.00   

Gender Male 205 86 0.42 0.75 -0.28 -2.87 

Ethnicity Asian 66 21 0.32 0.51 -0.64 -3.11 

Ethnicity Black 73 39 0.53 0.85 -0.18 0.75 

Ethnicity Hispanic 56 35 0.63 1.00  2.10 

Ethnicity Mixed 14 8 0.57 0.91 -0.11 0.59 

Ethnicity Other 13 8 0.62 0.98 -0.02 0.89 

Ethnicity White 209 102 0.49 0.78 -0.28 -0.25 

Conscientiousness 

Age Age 40 or older 75 38 0.51 1.00   

Age Under 40 years old 356 168 0.47 0.93 0.07 -0.55 

Gender Female 222 119 0.54 1.00   

Gender Male 205 87 0.42 0.79 -0.22 -2.31 

Ethnicity Asian 66 30 0.45 0.77 -0.27 -0.41 

Ethnicity Black 73 43 0.59 1.00  2.08 

Ethnicity Hispanic 56 24 0.43 0.73 -0.32 -0.79 

Ethnicity Mixed 14 3 0.21 0.36 -0.81 -2.01 

Ethnicity Other 13 5 0.38 0.65 -0.41 -0.68 

Ethnicity White 209 101 0.48 0.82 -0.21 0.21 

Extraversion 

Age Age 40 or older 75 39 0.52 1.00   

Age Under 40 years old 356 176 0.49 0.95 0.05 -0.40 

Gender Female 222 115 0.52 1.00   

Gender Male 205 99 0.48 0.93 -0.07 -0.72 

Ethnicity Asian 66 34 0.52 0.90 -0.11 0.29 

Ethnicity Black 73 35 0.48 0.84 -0.18 -0.36 

Ethnicity Hispanic 56 28 0.50 0.88 -0.14 0.02 

Ethnicity Mixed 14 8 0.57 1.00  0.55 

Ethnicity Other 13 7 0.54 0.94 -0.06 0.29 

Ethnicity White 209 103 0.49 0.86 -0.15 -0.24 

Agreeableness 

Age Age 40 or older 75 42 0.56 1.00   

Age Under 40 years old 356 168 0.47 0.84 0.18 -1.39 
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Gender Female 222 129 0.58 1.00   

Gender Male 205 81 0.40 0.68 -0.38 -3.84 

Ethnicity Asian 66 24 0.36 0.61 -0.48 -2.18 

Ethnicity Black 73 24 0.33 0.55 -0.56 -2.97 

Ethnicity Hispanic 56 26 0.46 0.78 -0.27 -0.37 

Ethnicity Mixed 14 5 0.36 0.60 -0.49 -0.99 

Ethnicity Other 13 6 0.46 0.77 -0.27 -0.19 

Ethnicity White 209 125 0.60 1.00  4.47 

Emotional stability 

Age Age 40 or older 75 44 0.59 1.00   

Age Under 40 years old 356 170 0.48 0.81 0.22 -1.72 

Gender Female 222 92 0.41 0.70 0.36 -3.63 

Gender Male 205 121 0.59 1.00   

Ethnicity Asian 66 29 0.44 0.82 -0.19 -1.01 

Ethnicity Black 73 36 0.49 0.92 -0.09 -0.06 

Ethnicity Hispanic 56 30 0.54 0.99 -0.01 0.63 

Ethnicity Mixed 14 7 0.50 0.93 -0.07 0.03 

Ethnicity Other 13 7 0.54 1.00  0.31 

Ethnicity White 209 105 0.50 0.93 -0.07 0.24 

Note. Violations in bold. 
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Appendix E 

Full adverse impact analysis for the different scoring approaches and predictor 

combinations in Study Three (Chapter 4) 

 

Table E1 
Adverse impact analysis for the Lasso models (Mapped/Intended) based on the four-fifths 

rule, two standard deviations rule, and Cohen’s d (Accepted Adverse Impact Ratio: >.8. 

Accepted Cohen's D: < |.20|. Accepted 2 SD: <|2|). 
Demographic Subgroup Group 

Size 
n passing Pass rate Impact ratio Cohen's d 2SD 

Openness 

Age Age 40 or older 75 33/34 .44/.45 .86/.89 -.14/-.11 -1.12/-.87 

Age Under 40 years old 356 182/181 .51/.51 1.00/1.00   

Gender Female 222 115/110 .52/.50 1.00/.99 /.01 /-.14 

Gender Male 205 98/103 .48/.50 .92/1.00 -.08/ -.83/ 

Ethnicity Asian 66 24/24 .36/.36 .62/.60 -.46/-.50 -2.39/-2.39 

Ethnicity Black 73 38/38 .52/.52 .88/.86 -.14/-.17 .41/.41 

Ethnicity Hispanic 56 33/34 .59/.61 1.00/1.00  1.45/1.74 

Ethnicity Mixed 14 6/7 .43/.50 .73/.82 -.32/-.21 -.53/.01 

Ethnicity Other 13 7/6 .54/.46 .91/.76 -.10/-.29 .29/-.27 

Ethnicity White 209 107/106 .51/.51 .87/.84 -.16/-.20 .53/.34 

Conscientiousness 

Age Age 40 or older 75 38/39 .51/.52 1.00/1.00   

Age Under 40 years old 356 177/176 .5/.49 .98/.95 .02/.05 -.15/-.40 

Gender Female 222 119/121 .54/.55 1.00/1.00   

Gender Male 205 96/94 .47/.46 .87/.84 -.14/-.17 -1.4/-1.79 

Ethnicity Asian 66 31/33 .47/.5 .71/.79 -.38/-.26 -.51/.02 

Ethnicity Black 73 48/46 .66/.63 1.00/1.00  2.98/2.46 

Ethnicity Hispanic 56 27/24 .48/.43 .73/.68 -.36/-.41 -.27/-1.13 

Ethnicity Mixed 14 4/6 .29/.43 .43/.68 -.79/-.40 -1.62/-.53 

Ethnicity Other 13 6/5 .46/.38 .70/.61 -.39/-.49 -.27/-.84 

Ethnicity White 209 99/101 .47/.48 .72/.77 -.38/-.30 -1.01/-.63 

Extraversion 

Age Age 40 or older 75 34/36 .45/.48 .89/.95 -.11/-.05 -.87/-.36 

Age Under 40 years old 356 181/179 .51/.50 1.00/1.00   

Gender Female 222 106/106 .48/.48 .91/.91 .10/.10 -1.02/-1.02 

Gender Male 205 108/108 .53/.53 1.00/1.00   

Ethnicity Asian 66 37/40 .56/.61 .87/1.00 -.16/ 1.09/1.89 

Ethnicity Black 73 38/32 .52/.44 .81/.72 -.24/-.34 .41/-1.13 

Ethnicity Hispanic 56 31/29 .55/.52 .86/.85 -.18/-.18 .88/.31 

Ethnicity Mixed 14 9/8 .64/.57 1.00/.94 /-.07 1.10/.55 
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Ethnicity Other 13 5/6 .38/.46 .60/.76 -.51/-.29 -.84/-.27 

Ethnicity White 209 95/100 .45/.48 .71/.79 -.38/-.26 -1.78/-.82 

Agreeableness 

Age Age 40 or older 75 44/44 .59/.59 1.00/1.00   

Age Under 40 years old 356 171/171 .48/.48 .82/.82 .21/.21 -1.67/-1.67 

Gender Female 222 130/131 .59/.59 1.00/1.00   

Gender Male 205 84/84 .41/.41 .70/.69 -.36/-.37 -3.63/-3.72 

Ethnicity Asian 66 27/27 .41/.41 .66/.75 -.41/-.27 -1.58/-1.58 

Ethnicity Black 73 38/38 .52/.52 .85/.95 -.19/-.05 .41/.41 

Ethnicity Hispanic 56 19/23 .34/.41 .55/.75 -.56/-.27 -2.56/-1.41 

Ethnicity Mixed 14 8/7 .57/.50 .93/.92 -.09/-.09 .55/.01 

Ethnicity Other 13 8/6 .62/.46 1.00/.85 /-.16 .85/-.27 

Ethnicity White 209 115/114 .55/.55 .89/1.00 -.13/ 2.07/1.88 

Emotional stability 

Age Age 40 or older 75 40/38 .53/.51 1.00/1.00   

Age Under 40 years old 356 175/177 .49/.50 .92/.98 .08/.02 -.66/-.15 

Gender Female 222 100/102 .45/.46 .81/.84 .21/.17 -2.18/-1.79 

Gender Male 205 114/112 .56/.55 1.00/1.00   

Ethnicity Asian 66 37/37 .56/.56 1.00/1.00  1.09/1.09 

Ethnicity Black 73 36/38 .49/.52 .88/.93 -.13/-.08 -.11/.41 

Ethnicity Hispanic 56 26/27 .46/.48 .83/.86 -.19/-.16 -.55/-.27 

Ethnicity Mixed 14 5/5 .36/.36 .64/.64 -.41/-.41 -1.08/-1.08 

Ethnicity Other 13 6/5 .46/.38 .82/.69 -.19/-.35 -.27/-.84 

Ethnicity White 209 105/103 .50/.49 .90/.88 -.12/-.14 .14/-.24 

Note. Adverse impact analysis for the All Lasso models can be seen in Appendix D. Violations 

in bold. 
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Table E2 
Adverse impact analysis for the Ridge models (All/Mapped/Intended) based on the four-fifths 

rule, two standard deviations rule, and Cohen’s d (Accepted Adverse Impact Ratio: >.8. 

Accepted Cohen's D: < |.20|. Accepted 2 SD: <|2|). 
Demographic Subgroup Group 

Size 
n passing Pass rate Impact ratio Cohen's d 2SD 

Openness 

Age Age 40 or older 75 
35/33/34 .47/.44/.45 .92/.86/.89 -.08/-.14/-.11 -.61/-1.12/-.87 

Age Under 40 years old 356 
180/182/181 .51/.51/.51 1.00/1.00/1.00 

  
Gender Female 222 

130/115/110 .59/.52/.50 1.00/1.00/.99 //.01 //-.14 

Gender Male 205 
83/98/103 .40/.48/.50 .69/.92/1.00 -.37/-.08/ -3.73/-.83/ 

Ethnicity Asian 66 
19/24/24 .29/.36/.36 .47/.62/.60 -.68/-.46/-.50 -3.72/-2.39/-2.39 

Ethnicity Black 73 
38/38/38 .52/.52/.52 .85/.88/.86 -.19/-.14/-.17 .41/.41/.41 

Ethnicity Hispanic 56 
31/33/34 .55/.59/.61 .90/1.00/1.00 -.12// .88/1.45/1.74 

Ethnicity Mixed 14 
7/6/7 .50/.43/.50 .81/.73/.82 -.23/-.32/-.21 .01/-.53/.01 

Ethnicity Other 13 
8/7/6 .62/.54/.46 1.00/.91/.76 /-.10/-.29 .85/.29/-.27 

Ethnicity White 209 
112/107/106 .54/.51/.51 .87/.87/.84 -.16/-.16/-.20 1.49/.53/.34 

Conscientiousness 

Age Age 40 or older 75 
42/38/39 .56/.51/.52 1.00/1.00/1.00 

  
Age Under 40 years old 356 

173/177/176 .49/.50/.49 .87/.98/.95 .15/.02/.05 -1.17/-.15/-.4 

Gender Female 222 
122/119/121 .55/.54/.55 1.00/1.00/1.00 

  
Gender Male 205 

93/96/94 .45/.47/.46 .83/.87/.84 -.19/-.14/-.17 -1.98/-1.4/-1.79 

Ethnicity Asian 66 
32/31/33 .48/.47/.50 .82/.71/.79 -.21/-.38/-.26 -.25/-.51/.02 

Ethnicity Black 73 
43/48/46 .59/.66/.63 1.00/1.00/1.00 

 
1.69/2.98/2.46 

Ethnicity Hispanic 56 
23/27/24 .41/.48/.43 .70/.73/.68 -.36/-.36/-.41 -1.41/-.27/-1.13 

Ethnicity Mixed 14 
3/4/6 .21/.29/.43 .36/.43/.68 -.81/-.79/-.40 -2.16/-1.62/-.53 

Ethnicity Other 13 
4/6/5 .31/.46/.38 .52/.70/.61 -.58/-.39/-.49 -1.4/-.27/-.84 

Ethnicity White 209 
110/99/101 .53/.47/.48 .89/.72/.77 -.13/-.38/-.30 1.11/-1.01/-.63 

Extraversion 

Age Age 40 or older 75 
38/34/36 .51/.45/.48 1.00/.89/.95 /-.11/-.05 /-.87/-.36 

Age Under 40 years old 356 
177/181/179 .50/.51/.50 .98/1.00/1.00 .02// -.15// 

Gender Female 222 
112/106/106 .50/.48/.48 1.00/.91/.91 /.10/.10 /-1.02/-1.02 

Gender Male 205 
102/108/108 .50/.53/.53 .99/1.00/1.00 -.01// -.14// 

Ethnicity Asian 66 
33/37/40 .50/.56/.61 .94/.87/1.00 -.07/-.16/ .02/1.09/1.89 

Ethnicity Black 73 
39/38/32 .53/.52/.44 1.00/.81/.72 /-.24/-.34 .66/.41/-1.13 

Ethnicity Hispanic 56 
26/31/29 .46/.55/.52 .87/.86/.85 -.14/-.18/-.18 -.55/.88/.31 

Ethnicity Mixed 14 
6/9/8 .43/.64/.57 .80/1.00/.94 -.21//-.07 -.53/1.1/.55 

Ethnicity Other 13 
6/5/6 .46/.38/.46 .86/.60/.76 -.14/-.51/-.29 -.27/-.84/-.27 

Ethnicity White 209 
105/95/100 .50/.45/.48 .94/.71/.79 -.06/-.38/-.26 .14/-1.78/-.82 

Agreeableness 

Age Age 40 or older 75 
40/44/44 .53/.59/.59 1.00/1.00/1.00 
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Age Under 40 years old 356 
175/171/171 .49/.48/.48 .92/.82/.82 .08/.21/.21 -.66/-1.67/-1.67 

Gender Female 222 
136/130/131 .61/.59/.59 1.00/1.00/1.00  

 
Gender Male 205 

79/84/84 .39/.41/.41 .63/.70/.69 -.47/-.36/-.37 -4.69/-3.63/-3.72 

Ethnicity Asian 66 
28/27/27 .42/.41/.41 .74/.66/.75 -.29/-.41/-.27 -1.32/-1.58/-1.58 

Ethnicity Black 73 
39/38/38 .53/.52/.52 .93/.85/.95 -.07/-.19/-.05 .66/.41/.41 

Ethnicity Hispanic 56 
21/19/23 .38/.34/.41 .66/.55/.75 -.39/-.56/-.27 -1.99/-2.56/-1.41 

Ethnicity Mixed 14 
8/8/7 .57/.57/.50 1.00/.93/.92 /-.09/-.09 .55/.55/.01 

Ethnicity Other 13 
5/8/6 .38/.62/.46 .67/1.00/.85 -.37//-.16 -.84/.85/-.27 

Ethnicity White 209 
114/115/114 .55/.55/.55 .95/.89/1.00 -.05/-.13/ 1.88/2.07/1.88 

Emotional stability 

Age Age 40 or older 75 
39/40/38 .52/.53/.51 1.00/1.00/1.00 

  
Age Under 40 years old 356 

176/175/177 .49/.49/.5 .95/.92/.98 .05/.08/.02 -.40/-.66/-.15 

Gender Female 222 
98/100/102 .44/.45/.46 .78/.81/.84 .25/.21/.17 -2.57/-2.18/-1.79 

Gender Male 205 
116/114/112 .57/.56/.55 1.00/1.00/1.00 

  
Ethnicity Asian 66 

38/37/37 .58/.56/.56 1.00/1.00/1.00 
 1.36/1.09/1.09 

Ethnicity Black 73 
36/36/38 .49/.49/.52 .86/.88/.93 -.16/-.13/-.08 -.11/-.11/.41 

Ethnicity Hispanic 56 
27/26/27 .48/.46/.48 .84/.83/.86 -.19/-.19/-.16 -.27/-.55/-.27 

Ethnicity Mixed 14 
5/5/5 .36/.36/.36 .62/.64/.64 -.44/-.41/-.41 -1.08/-1.08/-1.08 

Ethnicity Other 13 
5/6/5 .38/.46/.38 .67/.82/.69 '-.38/-.19/-.35 -.84/-.27/-.84 

Ethnicity White 209 
104/105/103 .50/.50/.49 .86/.90/.88 -.16/-.12/-.14 -.05/.14/-.24 

Note. Violations in bold. 
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Table E3 

Adverse impact analysis for the OLS models (All/Mapped/Intended) based on the four-fifths 

rule, two standard deviations rule, and Cohen’s d (Accepted Adverse Impact Ratio: >.8. 

Accepted Cohen's D: < |.20|. Accepted 2 SD: <|2|). 
Demographic Subgroup Group 

Size 
n passing Pass rate Impact ratio Cohen's d 2SD 

Openness 

Age Age 40 or older 75 
32/37/33 0.43/0.49/0.44 .83/.99/.86 -.18/-.01/-.14 -1.38/-.1/-1.12 

Age Under 40 years old 356 
183/178/182 0.51/0.5/0.51 1.00/1.00/1.00 

  
Gender Female 222 

126/121/120 0.57/0.55/0.54 1.00/1.00/1.00 
  

Gender Male 205 
87/91/93 0.42/0.44/0.45 .75/.81/.84 -.29/-.20/-.17 -2.96/-2.09/-1.79 

Ethnicity Asian 66 
26/22/21 0.39/0.33/0.32 .64/.61/.56 -.44/-.44/-.52 -1.85/-2.92/-3.19 

Ethnicity Black 73 
35/40/38 0.48/0.55/0.52 .78/1.00/.91 -.27//-.10 -.36/.92/.41 

Ethnicity Hispanic 56 
31/30/32 0.55/0.54/0.57 .90/.98/1.00 -.12/-.02/ .88/.59/1.16 

Ethnicity Mixed 14 
8/7/7 0.57/0.5/0.5 .93/.91/.88 -.09/-.09/-.14 .55/.01/.01 

Ethnicity Other 13 
8/6/7 0.62/0.46/0.54 1.00/.84/.94 /-.17/-.06 .85/-.27/.29 

Ethnicity White 209 
107/110/110 0.51/0.53/0.53 .83/.96/.92 -.21/-.04/-.09 .53/1.11/1.11 

Conscientiousness 

Age Age 40 or older 75 
43/41/36 0.57/0.55/0.48 1.00/1.00/.95 //-.05 //-.36 

Age Under 40 years old 356 
172/174/179 0.48/0.49/0.5 .84/.89/1.00 .18/.12/ -1.42/-.91/ 

Gender Female 222 
122/121/122 0.55/0.55/0.55 1.00/1.00/1.00 

  
Gender Male 205 

92/94/93 0.45/0.46/0.45 .82/.84/.83 -.20/-.17/-.19 -2.08/-1.79/-1.98 

Ethnicity Asian 66 
34/32/32 0.52/0.48/0.48 .80/.80/.79 -.26/-.24/-.26 .29/-.25/-.25 

Ethnicity Black 73 
47/44/45 0.64/0.6/0.62 1.00/1.00/1.00 

 
2.72/1.95/2.2 

Ethnicity Hispanic 56 
21/25/22 0.38/0.45/0.39 .58/.74/.64 -.55/-.31/-.46 -1.99/-.84/-1.7 

Ethnicity Mixed 14 
5/5/5 0.36/0.36/0.36 .55/.59/.58 -.59/-.50/-.53 -1.08/-1.08/-1.08 

Ethnicity Other 13 
5/7/5 0.38/0.54/0.38 .60/.89/.62 -.52/-.13/-.47 -.84/.29/-.84 

Ethnicity White 209 
103/102/106 0.49/0.49/0.51 .77/.81/.82 -.31/-.23/-.22 -.24/-.44/.34 

Extraversion 

Age Age 40 or older 75 
38/32/33 0.51/0.43/0.44 1.00/.83/.86 /-.18/-.14 /-1.38/-1.12 

Age Under 40 years old 356 
177/183/182 0.5/0.51/0.51 .98/1.00/1.00 .02// -.15// 

Gender Female 222 
109/106/105 0.49/0.48/0.47 .97/.91/.89 .03/.10/.12 -.34/-1.02/-1.21 

Gender Male 205 
104/108/109 0.51/0.53/0.53 1.00/1.00/1.00 

  
Ethnicity Asian 66 

35/41/39 0.53/0.62/0.59 .98/1.00/1.00 -.02// .56/2.16/1.63 

Ethnicity Black 73 
35/38/37 0.48/0.52/0.51 .89/.84/.86 -.12/-.20/-.17 -.36/.41/.15 

Ethnicity Hispanic 56 
25/26/25 0.45/0.46/0.45 .83/.75/.76 -.18/-.32/-.29 -.84/-.55/-.84 

Ethnicity Mixed 14 
7/8/7 0.5/0.57/0.5 .93/.92/.85 -.07/-.10/-.18 .01/.55/.01 

Ethnicity Other 13 
7/6/6 0.54/0.46/0.46 1.00/.74/.78 /-.32/-.26 .29/-.27/-.27 

Ethnicity White 209 
106/96/101 0.51/0.46/0.48 .94/.74/.82 -.06/-.33/-.22 .34/-1.59/-.63 

Agreeableness 

Age Age 40 or older 75 
43/44/43 0.57/0.59/0.57 1.00/1.00/1.00 
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Age Under 40 years old 356 
172/171/172 0.48/0.48/0.48 .84/.82/.84 .18/.21/.18 -1.42/-1.67/-1.42 

Gender Female 222 
129/130/127 0.58/0.59/0.57 1.00/1.00/1.00  

 
Gender Male 205 

85/84/87 0.41/0.41/0.42 .71/.70/.74 -.34/-.36/-.30 -3.44/-3.63/-3.05 

Ethnicity Asian 66 
27/28/28 0.41/0.42/0.42 .64/.74/.76 -.47/-.29/-.28 -1.58/-1.32/-1.32 

Ethnicity Black 73 
36/36/41 0.49/0.49/0.56 .77/.86/1.00 -.30/-.15/ -.11/-.11/1.18 

Ethnicity Hispanic 56 
20/22/24 0.36/0.39/0.43 .56/.69/.76 -.58/-.35/-.27 -2.27/-1.7/-1.13 

Ethnicity Mixed 14 
9/8/7 0.64/0.57/0.5 1.00/1.00/.89 //-.12 1.1/.55/.01 

Ethnicity Other 13 
6/6/4 0.46/0.46/0.31 .72/.81/.55 -.36/-.21/-.52 -.27/-.27/-1.40 

Ethnicity White 209 
117/115/111 0.56/0.55/0.53 .87/.96/.95 -.17/-.04/-.06 2.46/2.07/1.30 

Emotional stability 

Age Age 40 or older 75 
40/39/34 0.53/0.52/0.45 1.00/1.00/.89 //-.11 //-.87 

Age Under 40 years old 356 
175/176/181 0.49/0.49/0.51 .92/.95/1.00 .08/.05/ -.66/-.40/ 

Gender Female 222 
95/101/101 0.43/0.45/0.45 .74/.83/.83 .31/.19/.19 -3.15/-1.99/-1.99 

Gender Male 205 
119/113/113 0.58/0.55/0.55 1.00/1.00/1.00 

  
Ethnicity Asian 66 

37/37/39 0.56/0.56/0.59 1.00/1.00/1.00 
 1.09/1.09/1.63 

Ethnicity Black 73 
36/35/41 0.49/0.48/0.56 .88/.86/.95 -.13/-.16/-.06 -.11/-.36/1.18 

Ethnicity Hispanic 56 
26/29/28 0.46/0.52/0.5 .83/.92/.85 -.19/-.09/-.18 -.55/.31/.02 

Ethnicity Mixed 14 
6/5/5 0.43/0.36/0.36 .76/.64/.60 -.26/-.41/-.47 -.53/-1.08/-1.08 

Ethnicity Other 13 
7/7/5 0.54/0.54/0.38 .96/.96/.65 -.04/-.04/-.41 .29/.29/-.84 

Ethnicity White 209 
103/102/97 0.49/0.49/0.46 .88/.87/.79 -.14/-.14/-.25 -.24/-.44/-1.40 

Note. Violations in bold. 
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Table E4 

Adverse impact analysis for the summative approach based on the four-fifths rule, two 

standard deviations rule, and Cohen’s d (Accepted Adverse Impact Ratio: >.8. Accepted 

Cohen's D: < |.20|. Accepted 2 SD: <|2|). 

Demographic Subgroup Group 

Size 

n 

passing 
Pass rate 

Impact 

ratio 

Cohen's 

d 
2SD 

Openness 

Age Age 40 or older 75 35 0.47 0.94 -0.06 -0.48 

Age Under 40 years old 356 177 0.50 1.00   

Gender Female 222 111 0.50 1.00   

Gender Male 205 98 0.48 0.96 -0.04 -0.45 

Ethnicity Asian 66 26 0.39 0.61 -0.50 -1.73 

Ethnicity Black 73 37 0.51 0.79 -0.27 0.28 

Ethnicity Hispanic 56 34 0.61 0.94 -0.07 1.85 

Ethnicity Mixed 14 9 0.64 1.00  1.15 

Ethnicity Other 13 8 0.62 0.96 -0.05 0.90 

Ethnicity White 209 98 0.47 0.73 -0.35 -0.93 

Conscientiousness 

Age Age 40 or older 75 35 0.47 1.00   

Age Under 40 years old 356 160 0.45 0.96 0.03 -0.27 

Gender Female 222 107 0.48 1.00   

Gender Male 205 87 0.42 0.88 -0.12 -1.19 

Ethnicity Asian 66 33 0.50 0.89 -0.12 0.84 

Ethnicity Black 73 41 0.56 1.00  2.06 

Ethnicity Hispanic 56 25 0.45 0.79 -0.23 -0.10 

Ethnicity Mixed 14 5 0.36 0.64 -0.41 -0.73 

Ethnicity Other 13 4 0.31 0.55 -0.52 -1.06 

Ethnicity White 209 87 0.42 0.74 -0.29 -1.46 

Extraversion 

Age Age 40 or older 75 31 0.41 0.89 -0.10 -0.79 

Age Under 40 years old 356 165 0.46 1.00   

Gender Female 222 93 0.42 0.84 0.16 -1.63 

Gender Male 205 102 0.50 1.00   

Ethnicity Asian 66 38 0.58 1.00  2.15 

Ethnicity Black 73 27 0.37 0.64 -0.42 -1.60 

Ethnicity Hispanic 56 26 0.46 0.81 -0.22 0.15 

Ethnicity Mixed 14 8 0.57 0.99 -0.01 0.89 

Ethnicity Other 13 6 0.46 0.80 -0.22 0.05 

Ethnicity White 209 91 0.44 0.76 -0.28 -0.78 

Agreeableness 
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Age Age 40 or older 75 41 0.55 1.00   

Age Under 40 years old 356 153 0.43 0.79 0.23 -1.85 

Gender Female 222 119 0.54 1.00   

Gender Male 205 75 0.37 0.68 -0.35 -3.53 

Ethnicity Asian 66 28 0.42 0.86 -0.14 -0.46 

Ethnicity Black 73 35 0.48 0.97 -0.03 0.55 

Ethnicity Hispanic 56 19 0.34 0.69 -0.31 -1.79 

Ethnicity Mixed 14 5 0.36 0.72 -0.27 -0.71 

Ethnicity Other 13 4 0.31 0.62 -0.38 -1.05 

Ethnicity White 209 103 0.49 1.00  1.73 

Emotional stability 

Age Age 40 or older 75 41 0.55 1.00   

Age Under 40 years old 356 166 0.47 0.85 0.16 -1.27 

Gender Female 222 109 0.49 1.00   

Gender Male 205 98 0.48 0.97 -0.03 -0.27 

Ethnicity Asian 66 28 0.42 0.72 -0.33 -0.99 

Ethnicity Black 73 43 0.59 1.00  2.04 

Ethnicity Hispanic 56 25 0.45 0.76 -0.29 -0.54 

Ethnicity Mixed 14 6 0.43 0.73 -0.32 -0.39 

Ethnicity Other 13 5 0.38 0.65 -0.41 -0.70 

Ethnicity White 209 100 0.48 0.81 -0.22 -0.07 

Note. Violations in bold. 
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Appendix F 

Interviewee demographics (Study Four; Chapter 5) 

 

Identifier 
Employment 

status 
Demographics Diagnoses 

Interview 

Modality 

Experience 

with 

automated 

tools 

BD Employed 
Female; Asian; 

45-54 
Dyspraxia Video No 

RC 

Employed; 

Self-

employed 

Male; Other 

ethnic group 

(Jewish); 35-

44 

Dyslexia, 

Dysgraphia 
Video No 

MK Employed 
Male; White; 

35-44 
ADHD; Autism Video 

Yes – game-

based 

assessments, 

video interviews 

MH Employed 

Male; 

Hispanic; 35-

44 

ADHD; Autism Video 
Yes – CV 

scanner 

TM Employed 
Male; Black; 

25-34 
Dyslexia Live chat No 

DA Employed 
Male; White; 

25-34 
ADHD Live Chat No 

NA 
Employed; 

Student 

Female; 

White; 45-54 

ADHD, 

Dyslexia, 

Dyspraxia 

Email No 

SS 
Self-

employed 

Male; White; 

25-34 

Dyslexia; 

ADHD 
Video 

Yes – game-

based 

assessments 

SZ Employed 
Female; 

White; 25-34 
ADD Video No 

LC Employed 
Female; 

White; 35-44 

ADHD; autism; 

anxiety disorder 
Video 

Yes – CV 

scanner, video 

interview 

EH Employed 
Female; 

White; 18-24 

Anxiety 

disorder 
Email No 

SN Student 
Female; Black; 

35-44 
ADHD Video 

Yes – CV 

scanner, video 

interview 
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Appendix G 

Interview Schedule (Study Four; Chapter 5) 

Introduction  

• Introduction to the research topic 

• Pre-employment test/ selection assessment – an assessment taken during the job 

application process. Includes interviews, assessments of personality and cognitive 

ability, assessment centres etc 

• Automated or algorithmic pre-employment tool – pre-employment test where 

performance is judged by an algorithm. Includes game-based assessments, chatbots, 

asynchronous video interviews etc  

• Recorded but only I will see it and no identifying information will be included and 

transcripts will be anonymised 

• Responses will be analysed for themes and used to inform hypothesis for future 

research 

• Free to withdraw at any point for any reason, including after the interview  

• Questions will be added to the chat as they are asked but are there any other 

adjustments required? 

 

Question 1 – previous experiences with pre-employment tests in general  

• What are your perceptions of pre-employment assessments?  

o Are they more positive or negative? 

o Why this this? 

 

Question 2- Experiences with automated tools 

• Have you had any experience with automated tools? This includes an asynchronous 

video interview where you record answers to predefined questions and an algorithm 
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analyses responses, game-based assessments which are usually completed on a 

smartphone and scored by an algorithm, or a s CV screening tool to determine 

suitability for a position 

o If yes: 

▪  How did you find the tools?  

▪ Was your experience positive or negative?  

▪ Why? 

o If no:  

▪ based on my description or any other knowledge you might have, how 

do you feel about algorithmic recruitment tools?  

▪ Are your perceptions positive or negative?  

▪ Why?  

 

Question 3 – automated vs traditional  

• Compared to traditional pre-employment tests, including face-to-face interviews, 

assessment centres, questionnaire based psychometric tests, is your perception of 

algorithmic recruitment tools more positive or negative? 

o Why? 

Question 4 – barriers 

• Are there any barriers that you feel prevent you from performing well on pre-

employment tests? 

o Do you feel that algorithmic recruitment tools would make these barriers 

worse or help to alleviate them? 

o Why is this? 

Question 5 – any other thoughts that you would like to share? 
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Appendix H 

Full adverse impact analysis for the two assessment formats (Study Six; Chapter 6) 

 

Table H1. Adverse impact analysis for the image-based assessment based on the four-fifths 

rule, two standard deviations rule, and Cohen’s d (Accepted Adverse Impact Ratio: >.8. 

Accepted Cohen's D: < |.20|. Accepted 2 SD: <|2|). 

Group 
Group 

Size 
n passing 

Pass 

rate 

Impact 

ratio 
2SD Cohen's d 

Openness 

Age       

   Older 123 61 0.50 0.99 -0.10 -0.01 

   Younger 443 222 0.50 1.00 0.10 0.00 

Gender       

   Female 275 135 0.49 1.00 0.05 0.00 

   Male 270 132 0.49 1.00 -0.05 0.00 

Ethnicity       

   Asian 22 9 0.41 0.61 5.19 -0.52 

   Black 76 43 0.57 0.85 14.00 -0.21 

   Hispanic/Latino 24 16 0.67 1.00 16.52 0.00 

   Mixed 9 5 0.56 0.83 1.12 -0.22 

   White 425 204 0.48 0.72 9.97 -0.38 

Neurodivergent       

  Neurotypical 146 73 0.50 1.00 0.00 0.00 

  Neurodivergent 420 210 0.50 1.00 0.00 0.00 

Dyslexic neurotype       

  Non-dyslexic 408 190 0.47 0.79 -2.62 0.25 

  Dyslexic 158 93 0.59 1.00 2.62 0.00 

ADHD neurotype       

   Non-ADHD 335 170 0.51 1.00 0.43 0.00 

   ADHD 231 113 0.49 0.96 -0.43 -0.04 

Autism neurotype       

   Non-autistic 377 193 0.51 1.00 0.80 0.00 

   Autistic 189 90 0.48 0.93 -0.80 -0.07 

Achievement 

Age       

   Older 123 71 0.58 1.00 1.94 0.00 

   Younger 443 212 0.48 0.83 -1.94 0.20 

Gender       

   Female 275 133 0.48 0.93 -0.90 0.08 

   Male 270 141 0.52 1.00 0.90 0.00 

Ethnicity       

   Asian 22 13 0.59 0.90 7.21 -0.14 

   Black 76 50 0.66 1.00 16.12 0.00 
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   Hispanic/Latino 24 13 0.54 0.82 14.87 -0.24 

   Mixed 9 4 0.44 0.68 0.51 -0.42 

   White 425 198 0.47 0.71 8.98 -0.39 

Neurodivergent       

  Neurotypical 146 97 0.66 1.00 4.61 0.00 

  Neurodivergent 420 186 0.44 0.67 -4.61 -0.46 

Dyslexic neurotype       

  Non-dyslexic 408 203 0.50 0.98 -0.19 0.02 

  Dyslexic 158 80 0.51 1.00 0.19 0.00 

ADHD neurotype       

   Non-ADHD 335 194 0.58 1.00 4.53 0.00 

   ADHD 231 89 0.39 0.67 -4.53 -0.39 

Autism neurotype       

   Non-autistic 377 198 0.53 1.00 1.69 0.00 

   Autistic 189 85 0.45 0.86 -1.69 -0.15 

Extraversion 

Age       

   Older 123 52 0.42 0.81 -1.94 -0.20 

   Younger 443 231 0.52 1.00 1.94 0.00 

Gender       

   Female 275 123 0.45 0.81 -2.44 0.21 

   Male 270 149 0.55 1.00 2.44 0.00 

Ethnicity       

   Asian 22 13 0.59 0.90 7.21 -0.14 

   Black 76 50 0.66 1.00 16.46 0.00 

   Hispanic/Latino 24 11 0.46 0.70 12.87 -0.40 

   Mixed 9 5 0.56 0.84 1.20 -0.20 

   White 425 198 0.47 0.71 9.74 -0.39 

Neurodivergent       

  Neurotypical 146 91 0.62 1.00 3.46 0.00 

  Neurodivergent 420 192 0.46 0.73 -3.46 -0.34 

Dyslexic neurotype       

  Non-dyslexic 408 194 0.48 0.84 -1.87 0.18 

  Dyslexic 158 89 0.56 1.00 1.87 0.00 

ADHD neurotype       

   Non-ADHD 335 180 0.54 1.00 2.14 0.00 

   ADHD 231 103 0.45 0.83 -2.14 -0.18 

Autism neurotype       

   Non-autistic 377 211 0.56 1.00 4.01 0.00 

   Autistic 189 72 0.38 0.68 -4.01 -0.36 

Agreeableness 

Age       
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   Older 123 65 0.53 1.00 0.71 0.00 

   Younger 443 218 0.49 0.93 -0.71 0.07 

Gender       

   Female 275 142 0.52 1.00 0.90 0.00 

   Male 270 129 0.48 0.93 -0.90 -0.08 

Ethnicity       

   Asian 22 11 0.50 0.75 6.35 -0.34 

   Black 76 45 0.59 0.89 14.48 -0.15 

   Hispanic/Latino 24 16 0.67 1.00 16.96 0.00 

   Mixed 9 4 0.44 0.67 0.46 -0.44 

   White 425 202 0.48 0.71 9.89 -0.39 

Neurodivergent       

  Neurotypical 146 93 0.64 1.00 3.84 0.00 

  Neurodivergent 420 190 0.45 0.71 -3.84 -0.38 

Dyslexic neurotype       

  Non-dyslexic 408 197 0.48 0.89 -1.31 0.12 

  Dyslexic 158 86 0.54 1.00 1.31 0.00 

ADHD neurotype       

   Non-ADHD 335 177 0.53 1.00 1.62 0.00 

   ADHD 231 106 0.46 0.87 -1.62 -0.14 

Autism neurotype       

   Non-autistic 377 211 0.56 1.00 4.01 0.00 

   Autistic 189 72 0.38 0.68 -4.01 -0.36 

Emotional stability 

Age       

   Older 123 70 0.57 1.00 1.73 0.00 

   Younger 443 213 0.48 0.84 -1.73 0.18 

Gender       

   Female 275 117 0.43 0.72 -3.90 0.34 

   Male 270 160 0.59 1.00 3.90 0.00 

Ethnicity       

   Asian 22 13 0.59 0.98 7.53 -0.03 

   Black 76 46 0.61 1.00 15.21 0.00 

   Hispanic/Latino 24 13 0.54 0.89 14.87 -0.13 

   Mixed 9 4 0.44 0.73 0.47 -0.32 

   White 425 201 0.47 0.78 9.85 -0.27 

Neurodivergent       

  Neurotypical 146 112 0.77 1.00 7.49 0.00 

  Neurodivergent 420 171 0.41 0.53 -7.49 -0.78 

Dyslexic neurotype       

  Non-dyslexic 408 203 0.50 0.98 -0.19 0.02 

  Dyslexic 158 80 0.51 1.00 0.19 0.00 
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ADHD neurotype       

   Non-ADHD 335 194 0.58 1.00 4.53 0.00 

   ADHD 231 89 0.39 0.67 -4.53 -0.39 

Autism neurotype       

   Non-autistic 377 213 0.56 1.00 4.37 0.00 

   Autistic 189 70 0.37 0.66 -4.37 -0.40 

 

 

Table H2. Adverse impact analysis for the questionnaire-based assessment based on the four-

fifths rule, two standard deviations rule, and Cohen’s d (Accepted Adverse Impact Ratio: >.8. 

Accepted Cohen's D: < |.20|. Accepted 2 SD: <|2|). 

Group 
Group 

Size 
n passing 

Pass 

rate 

Impact 

ratio 
2SD Cohen's d 

Openness 

Age       

   Older 123 54 0.44 0.95 -0.47 -0.05 

   Younger 443 205 0.46 1.00 0.47 0.00 

Gender       

   Female 275 142 0.52 1.00 2.99 0.00 

   Male 270 105 0.39 0.75 -2.99 -0.26 

Ethnicity       

   Asian 22 8 0.36 0.62 5.40 -0.44 

   Black 76 32 0.42 0.72 11.52 -0.32 

   Hispanic/Latino 24 14 0.58 1.00 15.59 0.00 

   Mixed 9 4 0.44 0.76 0.56 -0.27 

   White 425 194 0.46 0.78 9.58 -0.25 

Neurodivergent       

  Neurotypical 146 55 0.38 0.78 -2.28 0.22 

  Neurodivergent 420 204 0.49 1.00 2.28 0.00 

Dyslexic neurotype       

  Non-dyslexic 408 183 0.45 0.93 -0.70 0.07 

  Dyslexic 158 76 0.48 1.00 0.70 0.00 

ADHD neurotype       

   Non-ADHD 335 145 0.43 0.88 -1.42 0.12 

   ADHD 231 114 0.49 1.00 1.42 0.00 

Autism neurotype       

   Non-autistic 377 163 0.43 0.85 -1.70 0.15 

   Autistic 189 96 0.51 1.00 1.70 0.00 

Achievement 

Age       

   Older 123 65 0.53 1.00 1.96 0.00 

   Younger 443 190 0.43 0.81 -1.96 0.20 

Gender       
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   Female 275 134 0.49 1.00 1.87 0.00 

   Male 270 110 0.41 0.84 -1.87 -0.16 

Ethnicity       

   Asian 22 13 0.59 1.00 8.71 0.00 

   Black 76 34 0.45 0.76 12.61 -0.29 

   Hispanic/Latino 24 11 0.46 0.78 12.87 -0.26 

   Mixed 9 5 0.56 0.94 1.34 -0.07 

   White 425 187 0.44 0.74 8.59 -0.30 

Neurodivergent       

  Neurotypical 146 77 0.53 1.00 2.17 0.00 

  Neurodivergent 420 178 0.42 0.80 -2.17 -0.21 

Dyslexic neurotype       

  Non-dyslexic 408 183 0.45 0.98 -0.15 0.01 

  Dyslexic 158 72 0.46 1.00 0.15 0.00 

ADHD neurotype       

   Non-ADHD 335 169 0.50 1.00 3.11 0.00 

   ADHD 231 86 0.37 0.74 -3.11 -0.27 

Autism neurotype       

   Non-autistic 377 169 0.45 0.99 -0.15 0.01 

   Autistic 189 86 0.46 1.00 0.15 0.00 

Extraversion 

Age       

   Older 123 64 0.52 1.00 1.31 0.00 

   Younger 443 201 0.45 0.87 -1.31 0.13 

Gender       

   Female 275 124 0.45 0.92 -0.97 0.08 

   Male 270 133 0.49 1.00 0.97 0.00 

Ethnicity       

   Asian 22 11 0.50 0.90 7.35 -0.11 

   Black 76 34 0.45 0.81 12.80 -0.21 

   Hispanic/Latino 24 10 0.42 0.75 12.05 -0.27 

   Mixed 9 5 0.56 1.00 1.16 0.00 

   White 425 201 0.47 0.85 9.85 -0.16 

Neurodivergent       

  Neurotypical 146 85 0.58 1.00 3.20 0.00 

  Neurodivergent 420 180 0.43 0.74 -3.20 -0.31 

Dyslexic neurotype       

  Non-dyslexic 408 183 0.45 0.86 -1.51 0.14 

  Dyslexic 158 82 0.52 1.00 1.51 0.00 

ADHD neurotype       

   Non-ADHD 335 166 0.50 1.00 1.57 0.00 

   ADHD 231 99 0.43 0.86 -1.57 -0.13 
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Autism neurotype       

   Non-autistic 377 201 0.53 1.00 4.37 0.00 

   Autistic 189 64 0.34 0.64 -4.37 -0.40 

Agreeableness 

Age       

   Older 123 68 0.55 1.00 1.68 0.00 

   Younger 443 207 0.47 0.85 -1.68 0.17 

Gender       

   Female 275 152 0.55 1.00 3.13 0.00 

   Male 270 113 0.42 0.76 -3.13 -0.27 

Ethnicity       

   Asian 22 10 0.45 0.86 6.10 -0.14 

   Black 76 40 0.53 1.00 14.31 0.00 

   Hispanic/Latino 24 10 0.42 0.79 12.51 -0.22 

   Mixed 9 4 0.44 0.84 0.42 -0.16 

   White 425 206 0.48 0.92 10.04 -0.08 

Neurodivergent       

  Neurotypical 146 81 0.55 1.00 1.93 0.00 

  Neurodivergent 420 194 0.46 0.83 -1.93 -0.19 

Dyslexic neurotype       

  Non-dyslexic 408 196 0.48 0.96 -0.42 0.04 

  Dyslexic 158 79 0.50 1.00 0.42 0.00 

ADHD neurotype       

   Non-ADHD 335 158 0.47 0.93 -0.82 0.07 

   ADHD 231 117 0.51 1.00 0.82 0.00 

Autism neurotype       

   Non-autistic 377 200 0.53 1.00 3.00 0.00 

   Autistic 189 75 0.40 0.75 -3.00 -0.27 

Emotional stability 

Age       

   Older 123 76 0.62 1.00 3.45 0.00 

   Younger 443 196 0.44 0.72 -3.45 0.36 

Gender       

   Female 275 112 0.41 0.72 -3.72 0.32 

   Male 270 153 0.57 1.00 3.72 0.00 

Ethnicity       

   Asian 22 9 0.41 0.71 5.11 -0.34 

   Black 76 44 0.58 1.00 14.74 0.00 

   Hispanic/Latino 24 13 0.54 0.94 14.87 -0.07 

   Mixed 9 4 0.44 0.77 0.52 -0.26 

   White 425 197 0.46 0.80 9.70 -0.23 

Neurodivergent       
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  Neurotypical 146 118 0.81 1.00 9.20 0.00 

  Neurodivergent 420 154 0.37 0.45 -9.20 -1.00 

Dyslexic neurotype       

  Non-dyslexic 408 205 0.50 1.00 1.67 0.00 

  Dyslexic 158 67 0.42 0.84 -1.67 -0.16 

ADHD neurotype       

   Non-ADHD 335 196 0.59 1.00 5.99 0.00 

   ADHD 231 76 0.33 0.56 -5.99 -0.53 

Autism neurotype       

   Non-autistic 377 207 0.55 1.00 4.61 0.00 

   Autistic 189 65 0.34 0.63 -4.61 -0.42 
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