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Abstract. This paper presents the process of creation of virtual agents
used in a virtual reality performance. The performance aimed to inves-
tigate how drama and performance could inform the creation of virtual
agents and also how virtual reality could raise questions for drama and
performance. The virtual agents were based on the performance of 2 ac-
tors. This paper describes the process of preparing the actors, capturing
their performances and transferring them to the virtual agents. A second
set of agents was created using non-professional ‘näıve performers’ rather
than actors.

1 Introduction

This paper presents work that investigates both how research from drama can
inform the creation of virtual agents and how virtual agents can create inter-
esting findings for drama. A virtual reality scenario was created which featured
two virtual agents that were based on actors’ performances and explored the use
of acting and non-professional, näıve performance for the creation of an appear-
ance of interaction in an immersive VR theatre. We investigated what aspects
of the live performance could be transferred to a virtual agent; what technol-
ogy was needed to recreate the performance, and what effect the nature of the
performance had on the final scenario. By comparison an equivalent scenario
was created with untrained, näıve performers. This process builds on work using
virtual agents for dramatic performance, starting with the work of Bates [1] to
more recent work such as the work or Aylett et al.[2] or Mateas and Stern [3].
It also builds on recent performance work using virtual and mixed reality[4].

2 Context and design of the scenario

The scenario was designed with the intention of performing in a type of VR
theatre commonly referred to as a CAVE [5]. In contrast with other mediated



Fig. 1. Images from the scenario.

experiences, the CAVE allows the spectator to inhabit the performance via a
more complete immersion of the senses than other media – the environment and
the virtual agents are seen stereoscopically in a very wide field of view, and the
positions of the spectator’s eyes are tracked so that the displayed environment
is always perspective correct. This immersion of the visual senses provides good
conditions for the elicitation of a sense of ‘presence’ in the person experiencing
the performance (henceforth called the participant) – that is, in some sense they
will act in and respond to the simulated environment as if it is real. This notion
of presence in VR is subject to various interpretations (e.g. [6–8]). An extension
of this notion of virtual presence is the idea of social presence [9, 10], in which the
participant’s encounters with virtual agents elicit similar social behaviour to that
observed in the real world. For such presence to become manifest, the simulated
environment should exhibit some degree of believability to the participant.

A key question for designers of VR simulations, and a specific motivation
in the design of our scenario, is how to engender believability. To this end, we
wanted to investigate the role of interactivity in enhancing believability (and thus
the elicitation of presence) by observing how participants behaved when afforded
the opportunity to interact with or become involved in the performance.

The scenario involves an exchange between 2 virtual agents, both of which at
some stage attempt to interact with the participant. The context of the perfor-
mance is an experimental study, similar in many ways to the type of experimental
investigation that commonly takes place in a CAVE. The scenario was thus de-
signed as a fictitious psychological experiment conducted by the 2 virtual agents,
with assistance from a real agent (the experimenter), who undertakes the tech-
nical aspects of preparing the participant for the experiment. Images from the
scenario are shown in figure 1.

A further design goal was that any interaction among the virtual agents, the
participant and the real agent should be as naturalistic as possible, within the
confines of a limited range of possible responses (both physical and verbal) on
the part of the virtual agents. For example, the start of the “experiment” is
delayed several times due to the virtual agents claiming to be “not ready yet”,
and then picking fault with the technical setup performed by the real agent.
Such activities are designed to allow the participant to establish a sense of an
existing relationship among the 3 agents (2 virtual, 1 real) in the performance.
In particular, the virtual agents’ criticism of the experimenter at an early stage



is intended to cause the participant to be more willing to engage with the virtual
agents (the subtext being that the experimenter is incompetent and should be
ignored). The “experiment” then proceeds, albeit with further delays and inter-
ruptions, until a final scene in which the virtual agents appear out of character
and they ask the participant direct questions about their experience.

Another important aspect of the scenario is a deliberate attempt to blur
the boundary between the preamble and the immersive experience as much as
possible, thus challenging the participant’s explicit awareness of “being in an
experiment”. To this end, the participant’s first encounter with the virtual agents
takes place before they enter the laboratory – they can hear the virtual agents
talking to the experimenter while they are still outside the lab.

3 Preparing the Performance

Script . As the final context of the scenario is a virtual reality experiment, it was
decided to use a fictional experiment as the basis of the script. This was intended
to blur conventional distinctions between virtual and real. The script consists of
dialogue and interaction between two virtual agents and an experimenter who
is played by the real experimenter. The script also involves interaction with the
participant. At times the virtual agents directly address the participant and there
are moments when a response from the participant is expected. The participant
therefore becomes directly involved in the relationship between the agents. This
reveals tensions and mistrust between them, and between the virtual agents and
the experimenter, whose competency the agents question and consider.

Rehearal with actors. The actors were prepared using conventional methods
for ‘naturalistic’ theatre performance, based broadly on the work of Stanislavski[11].
This enabled the actors to consistently express and reproduce specific emotional
qualities and attitudes through their mode of speech, action and interaction
with both the other actors and the hypothetical participant. This preparation
included the development of an emotional context and backstory in which their
behaviour was accounted for and through which each action to be performed
in the scenario may be justified. This process involved, firstly, the detailing
of fictional contexts that the script itself does not explicitly reveal, but which
the actors use to define and understand the motivation behind the moment-
to-moment performance the script demands. For example, during rehearsal it
was determined that the male character was anxious about his performance and
possibility he was considered incompetent by the female character. This was
not explicit in the script but was used inform the emotional context of the ac-
tors performance. Through this process and to give expression to this detail, a
‘Physical Score’ was developed consisting of the movements and actions the ac-
tors would perform. These actions were always closely related to both the script
and the backstory that had been developed. This process involved numerous
iterations over a three-week period. At the end of this the actors were able to
produce a consistent performance of plausible behaviour which could convey the



sense of a unified and understandable ‘character’. The rehearsal also removed
any extraneous, unintended or irrelevant activity, which might detract from this
aim.

While the rehearsal process resulted in the actors having a clear conception
of the motivation behind each of the actions they performed, it would be incor-
rect to suppose that the actors have a complete grasp of the ‘character’ and that
their conception of that character is conveyed to the participant in the CAVE
experiment. In a conventional theatre performance, contemporary theatre and
performance theory would suppose that ‘character’ is constructed by members of
the audience from their perception of the actor’s performance. This constructed
‘character’ is a function of the spectator’s reading of the performance rather
than the actors’ intention. This becomes doubly important when a performance
is mediated, for example through virtual agents. Some elements may be lost (for
example, facial expression could not be captured) and others may be inadver-
tently added (for example noise or errors in the motion data). These elements
are unlikely to be interpreted as simple errors, rather they will probably be
interpreted as non-verbal cues that contribute to the participant’s understand-
ing of the virtual agent’s behaviour and so the participant’s conception of their
‘character’. One aim of this research is to investigate this effect of mediation.

Näıve performers. In order to further investigate the relationship between an
actor’s preparation of a performance, its mediation and the participants interpre-
tation, a second set of motion data was captured. This was from two näıve actors
with no professional training or experience. These actors were not prepared in
the way described above. Instead they were directed to exactly reproduce the ac-
tions and timings of the original actors. They were given precise instructions by
the director of the actors’ performance, without having seen the original perfor-
mance themselves. As a result, the motion capture of the näıve actors provided
a precise reproduction of the original actors’ performance realized without the
supporting structures and techniques intended to ensure fidelity between script,
rehearsal and emotional affect. As a consequence, the structure and detail of the
scenario and experimental design were fulfilled, but by performers who produced
unself-conscious and undirected behaviours – including moments of distraction,
inappropriate positions, stances, gazes, as well as tones and intonations – that
had no specific design or purpose with regard to dramatic character. The ex-
periment aims to investigate the participant’s interpretation of these actions, in
comparison with the more consistent performance by the actors.

4 Capturing and Animating the Performance

The two performances of the virtual agents were captured through the respective
performances of the two actors and the two näıve performers. To capture the
physical performance, a Vicon (www.vicon.com) motion capture setup using
32 markers per actor recorded and reconstructed their movements in 3D. This
affords the capture of the performers’ movements at a coarse level of detail,



but not finer-grained movements such as lip movements, facial expression or
hand gestures. Each motion capture session was also video and audio recorded.
The recorded video was used as an aid in the motion capture data cleaning,
to resolve ambiguities in marker placement. The audio recording was not of
sufficient quality to be used in the virtual scenario, but was used as a reference
for the studio recording of each audio clip, and for the accurate synchronisation
of each clip with the corresponding animation.

In this way, each performer’s actions were stripped of many significant de-
tails and distilled down to large-scale physical motions, which nevertheless still
conveyed much of the original performance. This filtering-out of detail was in
some ways akin to the removal, during the actors’ rehearsals, of extraneous detail
from the performance, with the principle difference being that the loss of detail
through motion capture was indifferent to any desired qualities in the resultant
performance. Indeed it subsequently became necessary to recreate much of the
lost detail. Separately recorded audio samples were carefully synchronised with
the resultant animations; the animations themselves, when stitched together to
create the complete performance, were precisely positioned, with great care taken
to match the performers’ postures.

The motion capture took place within a small working volume with approx-
imately 2.5m x 2.2m floor area. This was slightly smaller than the 3m x 3m
virtual room in which the scenario takes place, thus it was necessary to spatially
offset the recording of some captures. These offset captures could subsequently
be repositioned, for example to allow the virtual agents to move within the en-
tire virtual room, and to exit and enter through a doorway. The scenario was
broken down into a number of shorter scenes which could be recorded separately
and subsequently blended together. Some care had to be taken to ensure that
the performers’ positioning and posture at the start of each scene was similar to
that at the end of the previous scene. The result is a number of different motion
capture clips that needed to be combined together to make the final scenario.
These captures were arranged into sequences which were played at run time with
automatic smooth transitions between them. The script was largely linear so an
animation engine structured around sequentially playing clips of motion data
worked well. However, it was also important to support interaction of the vir-
tual agents with the participant. An animation engine was therefore developed
that supported both sequential, linear actions and more interactive, non-linear
ones. This was done with two methods, Cue points and Interruptions.

Cue points. Throughout the scenario, several cue points were identified as lo-
cations on the timeline that we might want to instantaneously jump forward to.
Typically this would be the case where the participant has answered a question
and we want to move forward in the scenario without an unnatural pause. The
initial captures contained a reasonably long (about 15 seconds) response phases
in which the actor waited for a response from the participant. The response
phases were designed to be long enough that the participant could respond com-
fortably during that time and that the agent would appear to be listening to the



response. However, if the actual response is shorter than the captured response
phase the animation should skip forward to the next action to avoid unnatu-
ral pauses. During each response phase the actors maintained relatively stable
postures to allow naturalistic blending with the subsequent cue point. The ani-
mation engine was therefore able to interrupt the response phase anywhere and
smoothly blend into the beginning of the next action.

Interruptions and stock responses. Although the transformation of the
original performance into the virtual agents’ performance filters away some of
the salient detail, it also enables the performance to be reconstructed in novel
ways that allow pseudo-spontaneous interaction between the participant and
the virtual agents. For example, several points were identified as likely occasions
that the participant might direct a question to the virtual agents. To allow the
virtual agents to respond in some meaningful way, responses to such predictable
questions, as well as several stock responses, were performed and processed in
the same way as the core performance. All of the responses were captured so
that they had similar start and end postures. The responses are animated in a
similar way to the cue points, with smooth transitions from the main sequence
to the response. However, these main sequences were less constrained than the
response phases used for the cue points. For this reason good transition points
were found by searching for points that were minimally different from the start
and end of the interruptions. The interruptions were then animated by waiting
for the next good transition point, smoothly transitioning to the response and
then returning to the same point in the original motion.

5 Conclusion and Further Work

This paper has describe the development of a virtual reality dramatic scenario
involving a participants interaction with virtual agents. One of our major in-
terests was to investigate the effect of mediating a performance through virtual
agents. In particular what effect this has on the participants’ understanding of
the virtual agents’ behaviours and so conception of their ‘character’. Actors were
carefully prepared to ensure consistent motivation and behaviour, but the result-
ing performance was necessarily altered by being transferred to virtual agents.
The effects of this alteration will be investigated with an experimental study. In
this study the performance by the prepared actors will be compared to the per-
formance by the näıve actors. This will help to understand the affect of aspects
such as mediation, preparation, consistency and unself-conscious behaviour on
the participant’s perception of intention, meaning and so character.
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