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Abstract

The General Data Protection Regulation (GDPR) is a far-reaching legal instrument that regulates the collection and use of personal data by private actors, individuals and by governments. In this respect, the GDPR is indeed a key legal instrument for protecting informational privacy. This article will analyse and discuss the impact of the GDPR on the right to privacy particularly in the context of data protection. It also explores whether the GDPR in itself is adequate to ensure the right to privacy in the European Union (EU) and whether the protection provided by the GDPR can be supplemented by other means. The article finds that while the GDPR is a significant step in the right direction to protect informational privacy, it is certainly not the end of the journey. It argues that on its own, the GDPR cannot fully address the imbalance of power between data subjects and data controllers. Hence, it needs to be complemented by other regulatory tools such as the ePrivacy Regulation, EU competition law and Consumer Protection rules. Furthermore, some provisions in the GDPR must be revisited in the near future to ensure they do not become obsolete.
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INTRODUCTION

Sound data protection laws are crucial for protecting fundamental human rights including the right to privacy. Nevertheless, due to the advancement of technology coupled with the rise of data centric business models, the right to privacy is under threat. The General Data Protection Regulation (GDPR) a far-reaching legal instrument regulating the collection and use of personal data by private actors, individuals and by governments. In this respect, the GDPR is a key legal instrument for protecting informational privacy¹.

This article will analyse and discuss the impact of the GDPR on the right to privacy, particularly in the context of data protection. It also aims to explore whether the GDPR in itself is adequate to ensure the right to privacy in the European Union (EU) and whether the protection provided by the GDPR can be supplemented by other means. There are a vast number of papers written on the GDPR and various aspects of it. However, there is no paper in the literature that specifically analyses the impact of the GDPR on informational privacy. In this respect, the paper fills this gap. The paper’s contribution to the body of knowledge is that it emphasises that the GDPR cannot fully address the imbalance of power between data subjects and data controllers. To deal with this shortcoming, the paper suggests that the GDPR needs to be complemented by other regulatory tools such as the ePrivacy Regulation, EU competition law and other consumer protection laws.

In order to achieve its objective, the article will first discuss the origins of the right to privacy and the two systems in the EU that includes the European Convention on Human Rights (ECHR) and the EU System and the divergence and differences
between these two systems. The article will then discuss the General Data Protection Regulation and the key provisions of the GDPR pertaining to informational privacy. Subsequent to this, the article will consider some of the issues pertaining to the GDPR and informational privacy. Finally, some conclusions will be drawn and some recommendations will be made to ensure that the GDPR has teeth in achieving its desired goals, particularly in strengthening informational privacy.

1.1 The origins of the right to privacy and its development in Europe

The right to privacy is not a newly developed concept. As noted by Çınar from the earliest days of mankind, human beings have always shared public spaces with others whilst retaining a personal and private life, as encapsulated by the right to privacy². The right to privacy is a fundamental human right contained in the Universal Declaration of Human Rights and the International Covenant on Civil and Political Rights³. The main issue pertaining to the right to privacy is that there does not seem to be consensus on its limitations and what it entails. As pointed out by Post⁴, ‘privacy is a value so complex, so entangled in competing and contradictory dimensions, so engorged with various and distinct meanings, that I sometimes despair whether it can be usefully addressed at all.’ Nevertheless, numerous prominent scholars attempted to find some common understanding as to what is meant by privacy⁵.

In their seminal article entitled Right to Privacy⁶, Warren and Brandeis articulate the right as the right to be let alone. In the digital age, everything a person does online generates or implicates data that can compromise their right to privacy. Hence,
arguably the right to be left alone as articulated by Warren and Brandeis is difficult to ensure, particularly with the rise of online media and services that are financed via data-driven targeted advertising and rely on a business model of collecting data. According to Cornell, the right to privacy involves several key components. These include territorial and bodily integrity, personal autonomy and private entity, such as within a private sphere for seeking information as well as making intimate and private decisions related to religion, sexuality and the protection of personal data.

Finally, the American privacy scholar Solove made an attempt to approximate the concept of privacy and refers to six main categories that can all be used when referring to privacy. According to Solove, the right to privacy entails; (1) the right to be left alone, (2) limited access to self, (3) secrecy, (4) control over personal information, (5) personhood - protection of identity and dignity, and (6) intimacy.

In Europe, there are two systems in place, working in parallel, that safeguard the protection of fundamental human rights including the right to privacy and the protection of personal data. These systems are governed by the Council of Europe and by the European Union.

1.2 The European Convention on Human Rights

The first system that safeguards the right to privacy and data protection is the ECHR, an international agreement between the 47 States of the Council of Europe. Complaints by individuals pertaining to alleged breaches of human rights, including the right to privacy is heard by the European Court of Human Rights (ECtHR) in
Strasbourg. It is worth noting that the ECHR had a significant impact in shaping the case law in the EU, as all the member states of the EU are members of the ECHR. Furthermore both the General Court and the CJEU, from time to time, refer to Article 8 of ECHR in their judgments, which shows the ongoing influence of the ECHR on the EU legal system. These are also third states which are members of the ECHR such as Russia, Turkey, and the Switzerland.

Article 6 (2) TEU introduced by the Treaty of Lisbon concerns the accession of the EU to ECHR. It reads as follows:

The Union shall accede to the [ECHR]. Such accession shall not affect the Union’s competences as defined in the Treaties.

The draft Accession Agreement of the EU to the ECHR between the 47 Member States of the Council of Europe and the EU was finalised on 5 April 2013. Pursuant to Article 218(11) of the Treaty on the Functioning of the EU (TFEU), on the compatibility of the draft agreement with EU law, the European Court of Justice were asked to give its option and CJEU has identified some problems in relation to the draft agreement. The Court delivered its opinion on 18 December 2014. Referring to Protocol No 8 relating to Article 6(2) of the Treaty on European Union (TEU), the Court retracted that the accession agreement had to fulfil certain conditions to make provision for preserving the specific characteristics of the EU and of EU law, as well as to ensure that accession does not affect EU institutions’ competences or the powers. In that context, the Court concluded that accession to the ECHR was likely to upset the underlying balance of the EU and undermine the autonomy of EU law. The CJEU also noted that the advisory opinion mechanism foreseen by Protocol 16 to
the ECHR would affect the autonomy and effectiveness of the preliminary ruling procedure provided for in the TFEU

For the time being no new accession agreement has been drafted. Nevertheless, the Parliament and the Commission still emphasise the need for EU accession to the ECHR.

1.3 The European Union System

The second system that safeguards the protection of fundamental human rights including the right to privacy is the Court of Justice of the European Union (CJEU) based in Luxembourg, which is a European Union institution. Respect of human rights is part of the constitutional principles of the EU.

In 2009, with the enactment of the Treaty of Lisbon, the Charter of Fundamental Rights of the European Union entered into force. The fundamental human rights including the right to privacy and data protection are laid down in the Charter of Fundamental Human Rights of the European Union (the Charter).

The Treaty of Lisbon provides a legal basis for data protection legislation covering all aspects of Union Law. Article 16(2) TEU provides that EU legislature shall lay down the rules relating to the processing of personal data. Below the article will analyse the approaches to the right to privacy and the right to data protection under the European Convention on Human Rights and the European Union.
1.4 Approaches to the right to privacy and the right to data protection

1.4.1 The ECHR approach

Both the ECHR and the Charter have a provision on privacy. Article 8 of the ECHR provides that:

1. Everyone has the right to respect for his private and family life, his home and his correspondence.

2. There shall be no interference by a public authority with the exercise of this right except such as is in accordance with the law and is necessary in a democratic society in the interests of national security, public safety or the economic well-being of the country, for the prevention of disorder or crime, for the protection of health or morals, or for the protection of the rights and freedoms of others.

The ECtHR has interpreted the above provision in a fairly flexible way more than a purely negative obligation of the ‘right to be let alone’ as envisaged by Warren and Brandeis. The ECtHR has interpreted the interests protected by Article 8(1) dynamically, which encompasses a wide variety of information such as traffic data on telephone calls, video surveillance images and e-mails sent from work, which were all seen to fall within the scope of private life.

In order to establish the existence of an interference with protected interest under Article 8(1) ECHR, the Court takes into consideration several factual circumstances. The mere storage of data relating to private life of an individual may amount to
violation of Article 8(1) ECHR. In Leander, the storage of data concerning the applicant's private life in police files, the fact that they were shared with his employer, and consequently the refusal to allow the applicant to contest that data, amounted to an interference with the right to privacy. This position was reaffirmed in S. and Marper when the Court held that mere retention and storage of personal data by public authorities has a direct impact on the private life interest of the individual concerned and cannot be justified by its future use. When examining whether there has been an interference with Article 8(1) the Court considers whether the use of information goes beyond which was reasonably foreseeable by the applicant. In Perry v UK, a security camera covertly filmed the applicant, after he refused to take part in an identification parade.

Article 8(1) ECHR sets out the general principle and Article 8(2) ECHR allows interference with the right to privacy, as long as it is compliant with the law and is necessary in a democratic society.

The scope of the right is determined by taking into consideration whether there is a reasonable expectation of privacy. Expectation of privacy can be slightly lower when the person in question is a public figure. In Bohlen v Germany, the applicant, a famous German musician and artistic producer, complained of Germany’s failure to protect him against the use of his first name by a tobacco company in an advertisement campaign without his consent. The court concluded that the applicant was a public figure who could not claim the same degree of protection of his private life as an individual not in the public eye. This however does not entail that well known figures do not have the right to privacy. It is important to note that the right
to privacy is not an absolute right and there might be clashes between Article 8 and other convention rights such as Article 10 of the ECHR that concerns the freedom of expression. When balancing the right to respect to private right enshrined in Article 8 of the ECHR and the freedom of expression protected by Article 10, the ECHR applies several criteria. They include whether sharing the information (interference with the right to privacy) contribute to a debate of general interest; how well known the person concerned is, the method of obtaining the information, the reliability of the information, the content, form and consequences of the publication and the severity of the sanction imposed. In other words, if there is a general interest in disclosing information coupled with other factors, freedom of expression may be given priority over the right to privacy.

1.4.2 The European Union approach

Article 7 of the Charter states that ‘Everyone has the right to respect for his or her private and family life, home and communications.’ According to both the European Court of Human Rights (ECtHR) and the CJEU the term private life needs to be interpreted broadly.

The right to respect for private life had been and continues to be significant principle of EU law.

Article 8 of the Charter concerns the fundamental right to the protection of personal data. Article 8 of the Charter asserts that:
1. Everyone has the right to the protection of personal data concerning him or her.

2. Such data must be processed fairly for specified purposes and on the basis of the consent of the person concerned or some other legitimate basis laid down by law. Everyone has the right of access to data which has been collected concerning him or her, and the right to have it rectified.

3. Compliance with these rules shall be subject to control by an independent authority.

Below, seminal case law of the CJEU that concerns Article 7 and Article 8 of the Charter will be analysed.

In one of its early decisions, in Rundfunk, the CJEU noted that ‘the mere recording by an employer of data by name relating to the remuneration paid to employees cannot constitute an interference with private life’ under Article 8 ECHR. The Court suggested that such recording would constitute personal data processing and fall under the data protection rules.

Article 52(1) of the Charter accepts that limitations may be imposed on Charter rights, as long as they are provided by law, respect the essence of those rights and are proportionate (necessary and genuinely meet objectives of general interest recognized by the EU or the need to protect the rights and freedoms of others.).
Bavarian Lager concerns the conflict between the rights of access to documents and data protection law. Bavarian Lager was created to import bottled German beer for public houses and bars in the UK. The product could not be sold easily because most of those establishments were bound by exclusive purchasing contracts with certain breweries. UK regulations required British breweries to allow public house managers to buy beer from another brewery if the beer was cask-conditioned ("Guest Beer Provision" (GBP)). However, most beers produced outside the UK, like the applicant’s, were sold in bottles. (paras. 15-17). Bavarian Lager lodged a complaint with the Commission in regard to the restriction on imports. The European Commission initiated infringement proceedings against the UK, but following a meeting attended by Commission officials, UK government officials and some industry representatives, these proceedings were dropped. Bavarian Lager was informed of this. Subsequent to this Bavarian Lager made several requests under Regulation No 1049/2001 (Access to Documents Regulation) to the Commission for access to documents placed on the file, including full minutes of the meeting with British authorities, including the names of the industry participants (paras. 23-36). The Commission agreed to disclose the minutes of the meeting but blanked out some names. The Commission held that the applicant had not demonstrated the need for such disclosure as required under Article 8 of the Regulation No 1045/2001 (the former Personal Data Protection Regulation) and argued that Article 4(1) (b) privacy and integrity of the individual exception of Regulation No 1049/2001 (Access to Documents Regulation) applied. The applicant appealed the Commission’s decision before the General Court. The General Court asserted that, even though professional activities are excluded from the scope of Article 8 of the ECHR, the mere fact that a document contains personal data does not mean that the privacy or the integrity of the
persons is affected. The General Court stated that the attendees were at the meeting as representatives of an industry association and the opinions they expressed in the meeting were not attributable to them personally. Hence, the disclosure of the names of the participants would not undermine the protection of their private life and their integrity pursuant to Article 4 (1) (b). The Commission appealed the judgment of the General Court. In the appeal, the CJEU concluded that the General Court erred in limiting the application of the exception in Article 4 (1) (b) to situations in which the privacy or the integrity of the individual would be infringed for the purposes of Article 8 of the ECHR and the European Court of Human Rights. In reaching this conclusion, the CJEU relied on the recital 15 of the Personal Data Regulation, which states that Article 6 TEU (which captures Article 8 of the ECHR) applies to processing activities falling outside the scope of Personal Data Regulation. In other words, according to the CJEU, if an activity falls under the Personal Data Regulation, Article 8 of the ECHR is not applicable. Accordingly, the CJEU asserted that, where a document requested pursuant to Regulation 1049 contains personal data, the provisions of the Personal Data Regulation become applicable in its entirety. In the light of above, the CJEU held that the Commission was right to require the applicant to demonstrate the necessity of the data disclosure under Article 8 of the Personal Data Regulation.

In Schecke, the CJEU concluded that by imposing a legal obligation to publish personal data relating to each natural person who was a beneficiary of aid from certain agricultural funds, the Council and the Commission had exceeded the limits imposed by the principle of proportionality. The CJEU found that the requirement breached Art. 8(1) Charter on right to protection of personal data and Art. 7 on right
to respect for private life. While the measures were legal and pursued an objective of
general interest, and while they met the suitability test by enhancing transparency
regarding the use of Community funds and improving the financial management of
those funds, the measures could not meet the proportionality criterion, as the objective
of transparency could not automatically take priority over the right to protection of
personal data. This balancing act had not been performed.

Another seminal EU case that concerns Article 7 and Article 8 of the Charter is the
Digital Rights Ireland case. The Irish law implemented Directive 2006/24/EC (the
Data Retention Directive) concerning the retention of data relating to electronic
communications, obliging Member States to retain data relating, among other things,
to data necessary to trace and identify the source of communication, data necessary to
identify the destination of a communication, data necessary to identify the type of
communication, and data necessary to identify the location of mobile communication
equipment. The Irish High Court referred a question to the CJEU asking whether the
Data Retention Directive violated Art. 5(4) TFEU requiring proportionality as well as
the right to privacy, the right to protection of personal data, and the right to freedom
of expression, established by 7, 8, and 11 of the Charter of Fundamental Rights
respectively.

The CJEU concluded that the EU legislature exceeded the limits on it imposed by the
principle of proportionality in light of Arts. 7, 8, and 52(1) of the Charter. According to the CJEU, the obligation to retain data relating to a person’s private life
constituted an interference with the right to privacy guaranteed by Art. 7 of the
Charter. Moreover, the processing of personal data constitutes an interference with the
rights under Art. 8 of the Charter. As noted earlier, Article 52(1) of the Charter provides that any limitation on the exercise of the rights and freedoms laid down by the Charter must be provided for by law, respect their essence and, subject to the principle of proportionality. The Data Retention Directive covered all people using electronic communications without exception. It even applied to individuals for whom there is no evidence capable of suggesting that their conduct may have a link with a serious crime. While the retention of data allowed authorities to have access pursued a genuine objective of general interest, it was disproportionate, Where interferences with fundamental rights were at stake, the EU legislature’s discretion may prove limited, depending on a number of factors, including the area concerned, the nature of the right at issue the nature and seriousness of the interference and the object pursued by the interference.

On the facts, the protection of personal data and the respect of private life were so significant that the EU legislature's discretion had been reduced, and any interference to rights contained under Article 7 and Article 8 of the Charter had to be limited to what is strictly necessary. Subsequent to this case, the Data Retention Directive was annulled.

The above case law clearly demonstrates that Article 8 of the Charter distinguishes data protection from the right to privacy and lays down some specific guarantees such as that personal data must be processed fairly for specified purposes and on the basis of consent. Under Article 8 of the Charter, the right to data protection is identified as a distinct right to the right to privacy. This is very significant and very specific to the
European Union legal order, as data protection is not included in other international human rights documents such as the International Covenant on Civil and Political Rights. The International Covenant on Civil and Political rights is a multilateral treaty adopted by the United Nations General Assembly Resolution 2200A (XXI). It entered into force on 23 March 1976, and it is legally binding all Member States who ratify it. The Treaty makes reference to a variety of important civil and political rights such as the right to life, right to privacy, freedom of religion, freedom of speech, freedom of assembly, electoral rights and rights to due process and a fair trial. Nevertheless, it does not make any reference to data protection.

In the same vein, there is no corresponding provision in the ECHR that deals specifically with the protection of personal data. However, it is worth noting that the ECtHR frequently applies, Article 8 of the ECHR that concerns the right to privacy, to give rise to data protection as well. As discussed above, the ECtHR stated in S. and Marper v the United Kingdom that the gathering and holding of personal data, even if it is not used, constitutes violation of the ECHR Article 8. In other words, the lack of a specific provision pertaining to data protection in the ECHR does not mean that data protection is not an important concern for the ECHR system. It is merely covered by Article 8 of the ECHR.

The most prominent view in academic literature is that data protection is a facet of the right to privacy. In other words, privacy law is capable of encompassing aspects of data protection. Accordingly, it could be argued that data protection is the most recent evolution of the right to privacy. Solove argues that privacy evolved in this way because of the proliferation of digital dossiers that created new informational privacy problems. Computers and technology has entailed vast information to be
collected, stored and analysed. This has created data centric business models, in which companies collect data and use this data for targeted advertising. On a daily basis companies such as Google, Amazon, Facebook collects an unprecedented amount of data from their users, which may have adverse implications on one’s privacy. For instance, Amazon knows not only about our shopping habits but also has sensitive data on us such as our health, sexual preferences, based on the products we purchase. If this data is hacked or passed on to third parties such as one’s employer without the consent of the user this could have grave consequences.

Some scholars do not concur with the above-mentioned prominent view and suggest that data protection is a separate right in itself as it serves a number of purposes that privacy does not and vice versa. According to these scholars, data protection overlaps with the right to privacy, as they both ensure informational data privacy, but it is important to note that broader privacy concepts cannot be used to explain data protection principles such as purpose limitation, data minimisation, data quality and data security.

Despite the academic debate in relation to whether the right to data protection and privacy and whether they are separate rights, the overlap and common grounds between data protection and privacy are irrefutable. More importantly, the jurisprudence of the ECtHR and the CJEU demonstrates that the right to privacy is a very important element of personal data protection and vice versa. In this respect, it can be deduced that strong data protection laws such as the GDPR are significant instruments to protect informational privacy.
The following section will discuss the General Data Protection and the ePrivacy Regulation with a view to analyse important aspects of therein.

2. The GDPR and the ePrivacy Regulation

2.1 The GDPR

25 January 2012, the European Commission proposed a reform of the EU’s data protection rules by drafting the General Data Protection Regulation (GDPR) in order to strengthen online data protection rights and boost Europe’s digital economy. It was also done to adapt to technological advancements that had taken place in the previous decade, following the introduction of the Data Protection Directive. The reactions to the GDPR have been mixed. Some scholars saw it as a welcome development as it introduces stringent set of rules in terms of safeguarding the rights of data subjects and aims to empower individuals against the misuse of their personal data. On the other hand some scholars, were a bit sceptical of the GDPR as it might have lead to red tape, extra costs for data controllers/ data processors as well being incompatible with the fast paced nature of technology markets.

The GDPR was published in the Official Journal of the European Union on 4 May 2016. It came into force May 25, 2018. The GDPR replaced the European Union Data Protection Directive 95/46/EC. Amongst others, there are several key differences between the Directive 95/46 and the GDPR. First, the GDPR adopts a much wider definition of personal data as it reflects the changes in technology and the way organisations collect data about people. Under Directive 95/46/ EC, Article 2,
personal data was defined as any information relating to an identified or identifiable natural person (‘data subject’); directly or indirectly, in particular by reference to an identification number or to one or more factors specific to his physical, physiological, mental, economic, cultural or social identity. In other words, according to the Directive personal data included names, photos, email addresses, phone numbers, addresses, and personal identification numbers. Under the GDPR 4(1) personal data is defined as any information that could be used, on its own or in conjunction with other data, to identify an individual directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person. under the GDPR, personal data now includes IP address and geo location data and biometric data such as (fingerprint scans, retina scans). Second, GDPR places a significant emphasis on consent. The GDPR requires explicit opt-in for the processing of any personal data. This gives more control to users as to how their data is used. Also pursuant to Article 7(2) of the GDPR, if the data subject’s consent is given in the context of a written declaration which also concerns other matters, the request for consent shall be presented in a manner which is clearly distinguishable from the other matters, in an intelligible and easily accessible form, using clear and plain language. In other words, the GDPR aims to put an end to long-drawn user agreements with complex language which users hardly read, any description of data in user agreements use must be short and to the point. Third, another key difference between the Directive and the GDPR, is that under the GDPR both data controllers and processors will be jointly responsible for complying with the data protection rules, meaning if an organisation outsources data entry or analysis to another organisation, both parties will be liable
for GDPR violations. Finally, the GDPR introduces some new data subject rights, such as the right to data portability, which did not exist under the Directive. Data subject rights under the GDPR will be analysed below.

In contrast to Directive 95/46/EC, the GDPR applies directly in all Member States. It is supplemented by the national legislation of EU member states. In other words, countries within Europe were given the ability to make their own changes to suit their own needs such as introducing new laws. Various member states have divergent constitutional traditions, which influences the way they approach data protection and their data protection laws. For instance, German data protection law is anchored to the notion of human dignity; French data protection prioritises the concept of individual liberty; whilst Belgian data protection law has privacy foundations.

Article 5 of the GDPR comprises seven key principles, which has been introduced to guide how personal data can be handled. These seven principles are: (1) lawfulness, (2) fairness, (3) transparency, (4) purpose limitation, (5) integrity, (6) security and (7) accountability.

The GDPR strengthens the rights of individuals with regard to the protection of their personal data and imposes stringent obligations on those processing personal data. It also introduces hefty fines of up to €20 million or 4 per cent of global turnover for those who do not comply. The GDPR is extraterritorial in its scope, which means that it will apply to data processors even when they are not based in the EU, as long as they offer goods and services to individuals and/or monitor the behaviour of individuals such as collecting personal data in the EU. This includes large US digital
platforms such as Google, Facebook, Amazon that process the personal data of EU citizens. This is significant as it demonstrates that the GDPR is a key legal instrument not only for the EU but also for the whole world.

Article 4 of the GDPR provides the key definitions. Under Article 4(1) of the GDPR personal data is defined broadly to encompass ‘any information relating to an identified or an identifiable person’. This means that even where the data does not directly identify a specific person, if the identity of the person can be deduced from the data; it is still considered personal data. According to the GDPR 4(1) the data subject is the identified or identifiable person whose data is being collected, stored and used. As defined under Article 4 of the GDPR, the data controller is the person or company that decides why and how personal data will be processed. The data processor is an individual or company that processes personal data on behalf of the data controller, and can be same as the data controller. Under GDPR data processing is defined broadly to include any activity such as collecting, storing, using and sharing data.

Article 4 (11) of the GDPR provides the definition of consent, which is one of the requirements for processing data legally. Accordingly, ‘consent’ of the data subject means any freely given, specific, informed and unambiguous indication of the data subject’s wishes by which he or she, by a statement or by a clear affirmative action, signifies agreement to the processing of personal data relating to him or her.

Under Article 6 of the GDPR, companies must ask for consent before collecting or using a data subject’s data. Under Art. 6(1) (a) of the GDPR the request for consent
must be clearly distinguishable, in an intelligible and easily accessible form, and use clear and plain language.

Another important concept included in the GDPR is privacy by design. Privacy by design is an approach to systems engineering developed by Ann Cavoukian and formalised in a joint report in 1995\textsuperscript{54}. As mentioned by Romanou, privacy by design can be articulated as the implementation of several privacy principles in the process of designing technological systems, in a way that privacy rules will be engrained in the operation and management of the processing of the data\textsuperscript{55}. The principle is incorporated under Recital 78 and Article 25 of the GDPR. Article 25(1) and Article 25(2) of the GDPR provides that:

1. Taking into account the state of the art, the cost of implementation and the nature, scope, context and purposes of processing as well as the risks of varying likelihood and severity for rights and freedoms of natural persons posed by the processing, the controller shall, both at the time of the determination of the means for processing and at the time of the processing itself, implement appropriate technical and organisational measures, such as pseudonymisation, which are designed to implement data-protection principles, such as data minimisation, in an effective manner and to integrate the necessary safeguards into the processing in order to meet the requirements of this Regulation and protect the rights of data subjects.

2. The controller shall implement appropriate technical and organisational measures for ensuring that, by default, only personal data which is necessary
for each specific purpose of the processing is processed. That obligation applies to the amount of personal data collected, the extent of their processing, the period of their storage and their accessibility. In particular, such measures shall ensure that by default personal data is not made accessible without the individual’s intervention to an indefinite number of natural persons.

Although privacy by design is a well-known concept, the GDPR does something novel by converting a well-known theoretical concept into a legal obligation for all controllers. This crucially means privacy by design is a legal requirement rather than an optional consideration. As such this is a big step in terms of making data controllers take privacy by design seriously. Privacy by design comprises two key concepts; data protection by design and data protection by default. Data protection by design will entail efforts such as the use pseudonymisation (replacing personally identifiable material with artificial identifiers) and encryption. Data protection by default necessitates providers to have at the onset the most privacy friendly settings. For example, a social media platform like Facebook should be encouraged to set users’ profile settings in the most privacy-friendly setting by, for example, by limiting from the start the accessibility of the users’ profile so that the users accounts are not accessible by default to everyone. Privacy by design is crucial to ensure that data controllers and companies design their ecosystems with privacy in mind at the onset rather than thinking privacy and data protection when things go wrong. In this respect, the successful enforcement of this provision is crucial for ensuring informational privacy in the online sphere.
Chapter 3 of the GDPR lays out the data privacy rights and principles that all “natural persons” are guaranteed under EU law.

The articles that concern the right of data subjects are encompassed in articles 12, 13, 14, 15, 16, 17, 18, 19 and 20 of the GDPR.

Under Article 12 of the GDPR data processors need to explain how they process data in ‘a concise, transparent, intelligible and easily accessible form, using clear and plain language.’

Under Articles 13 & 14 of the GDPR, when collecting personal data, the data processor needs to communicate specific information to data subjects. This information encompass:

i) the identity and the contact details of the controller and, where applicable, of the controller’s representative;

ii) the contact details of the data protection officer in an organisation;

iii) the purpose of the data processing;

iv) the categories of personal data concerned;

v) the recipients or categories of recipients of the personal data, if any;

vi) Finally, if the personal data is transferred to a third country or international organisation, the existence or absence of an adequacy decision by the Commission, or any appropriate or suitable safeguards and the means as to how to obtain a copy of this information.
Article 15 of the GDPR articulates the right of access. Accordingly, data subjects have the right to know certain information about the processing activities of a data controller. This information includes the source of their personal data, the purpose of processing, and the length of time the data will be held, among other items. Most importantly, data subjects have a right to be provided with the personal data of theirs that a data processor is processing. Accordingly, a data subject can ask a data processor what data they hold of them.

Article 16 of the GDPR concerns accuracy. Data processors need to ensure that the data they hold is accurate and complete and according to this principle data subjects have a right to correct inaccurate or incomplete personal data.

Article 17 of the GDRP is about the right to erasure. This right is often referred to as the right to be forgotten. As noted by Rosen in theory this right addresses an important problem in the digital age, as every photo, status update and tweet an individual post stays forever online and it becomes very difficult to escape one’s past. Perhaps this is the most renowned data subject right, as there have been legal cases pertaining to this right, and it has generated a lot of media attention. Two cases will be discussed below.

According to Article 17 of the GDPR, data subjects may ask data processors to delete any information about them that a processor may have. There are certain exemptions to this right, which is included in the GDPR. The right to erasure, or right to be forgotten was first affirmed by the CJEU prior to the GDPR in Google v Spain. In 2010, Mario Costeja González filed a complaint with the Agencia Española de Protección de Datos (AEDP), the Spanish Data Protection Agency, against a local newspaper and Google Spain for claims relating to auction notices, showing that
Gonzalez failed to pay his social security debts in 1998. Gonzalez argued that the proceedings against him had been resolved and the reference to them was not relevant. He asked the local newspaper, La Vanguardia, to remove the pages or alter them so his personal information was no longer displayed. He also sought for Google Inc. to remove the links to the articles in question so that information pertaining to him did not appear in Google’s search results.

The AEDP dismissed González’s claims against the newspaper, but allowed those against Google. Google appealed to Spain's high court, which in turn referred three questions to the ECJ:

a) Whether EU rules apply to search engines if they have a branch or subsidiary in a Member State;

b) Whether the Directive 95/46/EC applies to search engines; and

c) Whether a person has the right to request that their personal data be removed from search results (i.e. the "right to be forgotten")?

Paragraph 41 of the Google judgment states that ‘the activity of a search engine consisting in finding information published or placed on the internet by third parties, indexing it automatically, storing it temporarily and, finally, making it available to internet users according to a particular order of preference must be classified as ‘processing of personal data’. Furthermore, under Paragraph 94 of the ruling the Court concluded that: “following a request by the data subject […] that the inclusion in the list of results displayed following a search made on the basis of his name of the links to web pages […] to be inadequate, irrelevant or no longer relevant, or excessive […] the information and links concerned in the list of results must be erased.”
In other words, the Court concluded that as a data processor, Google is subject to data protection rules and it is required to remove links from search results which consists of information which may no longer be relevant. However, the above landmark decision left some questions unanswered such as whether Google would be required to delete such data only in the EU or globally. Subsequent to this case, the right to erasure has been incorporated into the GDPR.

In a case brought by Google against the French data protection authority, the CJEU was asked to clarify the geographical scope of the right to erasure. The case concerned a dispute between the French data protection authority, Commission Nationale de l'informatique et des libertés (CNIL) and Google. On May, 2015, the President of the CNIL served a formal notice on Google that, when granting a request from a natural person for links to web pages to be removed from the list of search results (de-referencing request), it must apply that removal to all its search engine’s domain name extensions. In other words, Google was asked to remove information from it search engines not only on a specific member state but globally. Google refused to comply with this request and continued to limit removal of links only on search results conducted in the versions of its search engines in the Member States.

Instead of complying with CNIL’s order Google proposed to use geo-blocking, whereby internet users would be prevented from accessing the search results at issue from an IP (Internet Protocol) address deemed to be located in the State of residence of a data subject no matter which version of the search engine they used. The CNIL regarded Google’s geo blocking proposal insufficient. By an adjudication of 10
March 2016, CNIL imposed a penalty of EUR 100,000 to Google for violation of the GDPR\textsuperscript{64}.

Google contended that CNIL only had the power to request and deal with deletion orders on the google.fr domain but not for other countries.

In its ruling the Court concluded that the right to erasure should be applied to all domain names from the EU but it does not extend outside the EU\textsuperscript{65}. The Court also noted that the right to be forgotten is not an unlimited right and may be limited by EU member states in order to protect freedom of information. This is arguably a bit problematic as it paves the way for divergent approaches across the EU. This could undermine the unifying effect of the GDPR. Furthermore, by allowing Google not to delete certain information for all domain names this judgment arguably reduces the scope of the right to be forgotten.

Article 18 and Article 19 of the GDPR concerns the right to restrict processing. Pursuant to this article, data subjects can request processors to temporarily change the way their data is processed. In addition, the data subject has the right to simply object to their data being processed.

Article 20 of the GDPR concerns the right to data portability and transferable format. In other words, this right will enable users to transfer. This is a novel data subject right which did not exist in the Data Protection Directive 95/46/EC. The right to data portability in the GDPR will require businesses to ensure that they can hand over the personal data provided by a data subject himself/herself in a usable their personal information from one provider to another. The preamble of the GDPR demonstrates that the right to data portability is not just limited to social networking sites but will
also be applicable to cloud computing, web services, smartphone systems and other automated data processing systems\textsuperscript{66}. The right to data portability will apply to a wide range of areas such as social media, search engines, photo storage, email or online shops. It will be equally applicable to banks, pharmaceutical companies, energy providers, airlines – even small businesses like pizza shops or tailors if they are data controllers.

According to this article data processors need to store users’ personal data in a format that can be easily shared with others and understood. Hence, if a data subject asks the data controller to send their data to a designated third party, the data controller is required to do this, if this is technically feasible. Arguably the notion of technical feasibility can undermine the scope of this right as data controllers may suggest that transferring data to a designated third party is not technically feasible due to lack of certain standards\textsuperscript{67}. The notion of technical feasibility could have implications for the practical application of this right, as what is technically feasible for one controller may not be technically feasible to another, potentially making wide spread controller to controller data transfer unrealistic in practice.

Article 21 of the GDPR concerns the right to object. Data subjects have the right to object to their data being processed by others. Their objection can only be overridden if there is a legitimate basis for processing their data.

The data subject rights included under the GDPR are quite significant rights which aim to give data subjects control over how their data is processed, stored, kept and used. However, other than the right to erasure and the right to access\textsuperscript{68}, at time of writing there is no precedence pertaining to the rights of data subjects, making it
difficult to determine whether the users are aware of and are making good use of data subject rights such as the right to data portability.

2.2 the ePrivacy Regulation

The ePrivacy Regulation\(^{69}\) is a proposal for the regulation of several privacy-related topics, particularly in relation to electronic communications within the European Union. When it comes to into force it will replace the Privacy and Electronic Communications Directive\(^ {70}\). The Regulation is primarily aimed at companies operating in the digital economy such as Amazon and Facebook, and specifies additional requirements in relation to the processing of personal data. The ePrivacy Regulation was intended to come into force on 25 May 2018, at the same time as the GDPR, but due to disagreements between Member states concerning its scope it did not.

According to the EU Commission, the key features of the ePrivacy Regulation will be\(^ {71}\):

i) Privacy rules will apply to new players such as Facebook, Messenger and Skype so that these services ensure the same level of confidentiality as traditional telecommunication operators,

ii) Stronger rules which will grant the same level of protection in relation to electronic communications for both individuals and businesses,

iii) Privacy will be guaranteed for communications and metadata such as the time and the location of a call,
iv) More business opportunities will be available for traditional telecommunication operators once consent is given for data,

v) The rules on cookies, which has created a dramatic amount of consent requests for internet users, will be streamlined, simplified and it will be made more user-friendly,

vi) The new rules will ban unsolicited electronic communications by e-mails, SMS and automated calling machines.

vii) Finally, the enforcement of the confidentiality rules in the Regulation will be the responsibility of data protection authorities in the member states, which will make enforcement of these rules more effective.

Arguably, the ePrivacy Regulation is a significant contribution to the strengthening of informational privacy particularly in two ways. First, it will ensure that digital companies such as Facebook, Zoom, WhatsApp are expected to adhere to the same stringent standards as traditional telecommunication operators whilst providing their services. Second, the ePrivacy Regulation is expected to strengthen enforcement of the confidentiality rules, which means that any unlawful interception of online communications data such as listening or tapping will be subject to penalties and that these will be followed up by the relevant data protection authority in a Member State.

As noted by Voss, while the GDPR ensures the protection of personal data, the ePrivacy Regulation ensures the confidentiality of communications, which may also contain other forms of data including non-personal data (for instance friends data) and data related to a legal person, which is not protected by the GDPR. ePrivacy Regulation will extend the scope of data protection as it will cover data that is
currently not protected by the GDPR. Furthermore, whilst the GDPR only concerns protection of data under Article 8 of the Charter, ePrivacy Regulation is concerned about Article 7 of the Charter as it deals with the right to private life and communications. Hence, the ePrivacy Regulation is an important regulatory tool in complementing the GDPR, in particular in relation to communications data.

3. Issues Pertaining to the GDPR and informational privacy

3.1 Enforcement issues and potential divergence between member states

As noted earlier, the GDPR introduced hefty fines for those who do not comply with its principles. As an example, if an organisation does not process an individual’s data without consent, it can be fined. Also, if an organisation has a security breach and does not deal with it as required by the GDPR it can be fined.

Before the GDPR was implemented there was growing concern that some companies/organisations could be adversely impacted due to excessive fines. One of the biggest fines under the GDPR was issued against Google. On 21 January, 2019, the French data protection regulator (CNIL) fined Google €50 million for not providing enough information to users about how it uses the data that it gets from different services as well as not obtaining proper consent for processing user data. The case was initiated on May 2018 as CNIL received complaints from the associations None of Your Business (NOYB) and La Quadrature du Net (LQDN). In the two complaints the associations stated that Google did not have a valid basis to process the personal data of its users of its services, particularly for advertisement personalisation purposes.
CNIL carried out inspections and concluded that there were two types of breaches of the GDPR. First, CNIL observed that essential information such as data processing purposes, the data storage periods and how personal data will be used for ads personalisation was not easily accessible for users and the information provided by Google was neither clear nor comprehensive. Second, CNIL observed for processing personal data for advertising personalisation, users’ consent was not sufficiently informed and the collected consent neither specific nor unambiguous.

For instance, before creating an account, the user is asked to tick the boxes ‘I agree to Google’s Terms of Service’ and ‘I agree to the processing of my information as described above and further explained in the privacy policy’ in order to create an account. Therefore, the user gives his/her consent in full, for all the processing operations carried out by Google based on this consent. This contradicts Article 4(11) of the GDPR, as consent is specific only if it is given distinctly for each purpose.

In Germany, the Federal Commissioner for Data Protection and Freedom of Information (BfDI) imposed a fine of EUR 9,550,000 on the telecommunications service provider 1&1 Telecom GmbH, as the company had not taken sufficient technical and organisational measures to prevent unauthorised persons from being able to obtain customer information.

In the case of 1&1 Telecom GmbH, the BfDI was informed that anyone calling the company’s customer service could obtain extensive personal customer data by providing a customer’s name and date of birth. The BfDI concluded that this authentication procedure was in breach of Article 32 of the GDPR and asked the company to take appropriate technical and organisational measures to protect the processing of personal data.
In the UK, the Data Protection Agency, the Information Commissioner’s Office (ICO) has issued a notice of intent to British Airways. Following an investigation, on July 2019, the ICO has issued a notice of its intention to fine British Airways £183.39 million for violation of the GDPR. The proposed fine related to a cyber incident which involved user traffic to British Airway’s website being diverted to a fraudulent website. As a result of this security breach, the personal data of 500,000 British Airways customers was compromised, it is believed to have started in June 2018. The breach is held to be caused by the poor security arrangements of British Airways.

According to DLA Piper’s GDPR Data Breach Survey dated January 2020, data protection authorities in the EU have imposed EUR 114 million in fines under the GDPR regime for a wide range of GDPR infringements, from the period of January 2019 to January 2020. Amongst all member states France, Germany and Austria are the member states which have imposed the highest total amount of fines. France has imposed fines of just over EUR 51 million, Germany EUR 24.5 million and Austria EUR 18 million respectively.

In the light of above, it may be argued that there is a need to strengthen the enforcement of the GDPR across all member states. Current cases suggest that larger member states such as France, Germany are more likely to enforce the GDPR than smaller member states, perhaps due to lack of resources. Also some member states might be more lenient towards violation of the GDPR. This in the long run may lead to deviations between Member states which could be detrimental to informational privacy as it can lead to forum shopping, where data subjects can bring their case before an EU member state that is more likely to render a decision in their favour.
3.2 Ambiguity with regards to data subject rights may undermine the enforcement of the GDPR

As noted above, Chapter 3 of the GDPR contains several key data subject rights such as the right to data portability. Following an open public consultation that continued until the end of January 2017, on April 5, 2017, the Article 29 Working Party approved a revised and substantive guidance clarifying some of the ambiguities with regards to the right to data portability. In other words, due to some uncertainties surrounding the right to data portability, Article 29 Working Party issued guidance clarifying the extent and scope of the right to data portability. As of 25 May 2018, the Article 29 Working Party was replaced by the European Data Protection Board (EDPB). EDPB has also issued guidance on issues including but not limited to automated decision-making, profiling, consent and data breach notifications.

Nevertheless, the lack of case law and precedent particularly with regards to some data subject rights (with the exception of the right to erasure and the right to access) begs the question as to whether there is a need for further guidance and clarity with regards to some data subject rights. As mentioned above, the right to erasure under Article 17 of the GDPR seems to be a right which is regularly utilised by data subjects. The Google Spain case demonstrates that data subjects are utilising this right and regularly taking action to have inaccurate or out-dated information deleted from a search engine or a website. However, since the inception of the GDPR, there seems to be no other cases in relation to the rights of data subjects. Perhaps it is a bit premature to expect cases pertaining to data subject rights, 2 years after GDPR’s inception.
Nevertheless, it must be noted that if data subjects are better informed of their rights, they might be in a better position to take up their rights, which may lead to efficient enforcement of the GDPR and perhaps more precedent in this area. This currently this does not seem to be the case.

3.3 The GDPR does not fully address the imbalance of power between the data subjects and the data controllers and may need to supplemented by other laws

As discussed above the GDPR gives data subjects several important rights, such as the right to data portability. Nevertheless, the GDPR does not and cannot fully address the imbalance of power between data subjects and data controllers. For instance, when signing up to use the services of a company such as Google or Facebook, the users indeed have the option of not consenting to the terms and conditions offered by that company. Nevertheless, this may result in them not being able to use the services offered by that company, which may be essential for them to communicate with others or receive/share information. The GDPR gives the users some power by raising the standards for acquiring consent. However, due to the significant market power of digital giants such as Google and Facebook, data subjects often have very limited choice when it comes to giving consent. This may push them to consent to data collection practices they would not otherwise have consented to. As pointed out by Lynskey, the validity of consent can be questioned when these power and informational asymmetries exist\textsuperscript{85}. For example, in its complaint to the Irish Data Protection Commissioner the group Europe v Facebook contended that Facebook has become a standard form of communication and the validity of consent given to a monopoly such as Facebook is questionable, as it is not an informed,
unambiguous and specific consent ³⁶. This view was also shared by the Article 29 Working Party in its opinion WP187 ³⁷: “Considering the importance that some social networks have acquired, some categories of users (such as teenagers) will accept the receipt of behavioural advertising in order to avoid the risk of being partially excluded from social interactions.”

In other words, even if the data subjects know that a company’s terms and conditions are not respecting their informational privacy, in practice they do not have much bargaining power particularly when the company that provides the services has a near monopoly position. This suggests that the GDPR itself cannot tackle all the problems associated with the imbalance of power between the data subjects and the data controllers. Arguably, in the case of digital monopolies such as Google and Facebook, the imbalance of power and indirectly informational privacy issues created by unfair terms and conditions can be dealt with by the relevant competition authorities. If a competition authority finds that a dominant undertaking abuses its market power by imposing unfair terms and conditions, which harms competition or other competitors, this undertaking can be subject to proceedings under Article 102 of the Treaty on the Functioning of the European Union. Art 102 TFEU prohibits any exclusionary or exploitative abuse by one or more undertakings in a dominant position. The provision can also be used to tackle large platforms with questionable data collection practices, if there is a clear harm to consumers and to the competitive process. In this regard, it is worth mentioning the recent case against Facebook. On February 6 2019, the Bundeskartellamt (the German Federal Cartel Office) concluded its three-year investigation into Facebook. The investigation concerned Facebook’s data collection practices and the interplay between data protection and competition law. The
Bundeskartellamt asserted that Facebook is dominant in the German market for social networks for private users. Furthermore, according to Bundeskartellamt, Facebook made the use of its social networking service conditional upon users granting excessive permission to collect and process their personal data. It also failed to make its users aware that it collected users personal data from third party websites and other Facebook owned platforms (such as WhatsApp and Instagram) and merged them with data gathered on its own platform, which enabled it to profile users. As elaborated by Colangelo, if a third party website has embedded Facebook products such as the ‘like’ button or use analytical services such as Facebook Analytics, the users data will be transferred to Facebook via application programming interfaces (API’s) when they visit that third party’s website. As a result, through API’s, even if a user visits other websites than Facebook his/her data is collected and processed by Facebook. To summarise, according to Bundeskartellamt Facebook’s terms of service which enabled excessive data collection, was contrary to the General Data Protection Regulation. This allegedly amounted to an exploitative abuse under ARC § 19(1) (the German equivalent of Article 102 TFEU that concerns abuse of a dominant position) in violation of competition law. As a remedy, the Bundeskartellamt ordered Facebook to change its terms of service and to refrain from collecting data from third party websites and other Facebook owned platforms.

Facebook applied for the suspension of this judgement before the Higher Regional Court of Düsseldorf (OLG). On August 26, 2019, the OLG suspended the Bundeskartellamt’s decision, questioning its legal basis. With regard to the alleged exploitative conduct, the OLG held that FCO did not carry out sufficient investigation into ‘as if competition competition’ (the counterfactual situation) and as a result did
not provide any meaningful findings on the issue of which conditions of use would have been formed under competitive conditions. The Bundeskartellamt did not assess the counterfactual, hence it had no evidence to show that Facebook’s terms and conditions deviated from the behaviour of a company in a competitive market. The OLG stated that the Bundeskartellamt’s decision failed to explain why the data collected by Facebook was excessive. The OLG noted that the use of Facebook is conditional on the consent of the users to the processing of their data, however the users remained free to use or not use Facebook depending on their values and preferences. Furthermore according to OLG, the FCO was merely discussing a data protection issue, which is not a competition problem. OLG contended that, even if Facebook’s terms and conditions were contrary to data protection rules, not every legal violation is sufficient to give rise to an abuse of a dominant position. Both German law (Section 19GWB) and EU Competition law (Article 102 TFEU) require a harm to competition, which was not proved in the instant case. Subsequent to this decision, the Bundeskartellamt has lodged an appeal with the Federal Court if Justice. At the time of writing, the case is pending.

This case demonstrates that in the near future more competition authorities in different member states may take action against digital companies with questionable data collection practices, if there is a clear link between dominance and abusive conduct and if they can prove that there is harm to competition. Hence, issues that are not addressed by the GDPR, such as imbalance of power between data controllers and data subjects, can be resolved by other laws such as competition laws and other laws such as the Consumer Protection Law and Contract Law.
3.4 It may be too early to assess the impact of the GDPR on the right to privacy

In a 2020 study, Linden et al investigated the impact of the GDPR on privacy policies. Linden et al concluded that overall, the GDPR has made a positive impact on the incorporation of privacy rights and information and indeed the GDPR had a more pronounced impact in the EU. However, it must be noted that the GDPR is a relatively new instrument and it may be premature to assess its impact. Perhaps assessing its impact in the next 5-10 years perspective will be more useful in terms of getting a fuller picture. Furthermore, further research needs to be undertaken to evaluate the impact of the GDPR outside of the EU due to its extraterritorial impact.

3.5 Technological advancements may make some provisions of the GDPR redundant

The GDPR has many provisions that are drafted taking into consideration the current state of technology. For this reason, certain provisions in it might be obsolete in a few years due to technological advancements. As an example, as mentioned under Section 2.2, Article 20(2) of the GDPR suggests that data subjects can ask their data to be transmitted directly from one controller to another where technically feasible. For the time being, certain data transfers may not be technically feasible for data controllers, nevertheless in 10 years time, particularly with the adoption of common standards in different industries, it may not be possible for a data controller to say that data transfer is not technically feasible. In other words, wording in certain provisions in the GDPR may need to adopted/amended taking in to consideration technical developments. It would be particularly useful to conduct further research as to the
specific parameters of and criteria for technically feasibility within and across industries, to determine when the term ‘feasible’ needs to be revisited. This may be applicable to other provisions of the GDPR as well.

**3.6 Even the strongest data protection laws are not sufficient to resolve all privacy issues**

As pointed out by Bruschi, even the strongest data protection laws such as the GDPR will not suffice to protect users and companies from cyber-attacks and security breaches, and ultimately there will always be data breaches undermining individual’s privacy$^{99}$. Although the GDPR introduces strong data protection measures, hackers and computer attacks will remain a constant threat to user’s informational privacy as evidenced in the recent Facebook Cambridge Analytica scandal. The scandal came to surface in 2018, when it became evident that Cambridge Analytica gained access to the personal data of 87 million Facebook users without their consent and used this data for political advertising and for manipulating voters both in the US elections and for the Brexit referendum in the UK$^{100}$. Hence, data protection laws are indeed welcome instruments in protecting privacy in the online sphere but they cannot be sufficient on their own without vigilant and well-informed consumers as well as companies/organisations who are constantly reviewing and improving the security of user data$^{101}$. 
3.7 Privacy by Design is still far from unfolding its full potential

As noted above, Article 25 GDPR and Recital 78 of the GDPR incorporates the privacy by design principle which is a significant step for enhancing informational privacy. However, as noted by the European Data Protection Supervisor (EDPS), Gioavanni Butarelli, in 2018, privacy by design is far from unfolding its full potential\textsuperscript{102}. In its report the EDPS made some useful recommendations to the European Institutions. According to the EDPS, in order to make privacy by design achieve its desired impact, the EU needs to:

i) ensure strong privacy protection, including privacy by design, in the on-going legislative process for the ePrivacy Regulation,

ii) support privacy when adapting or creating legal frameworks which influence the design of technology, by increasing incentives and substantiating obligations including liability rules,

iii) foster the roll-out and adoption of privacy by design approaches and Privacy enhancing technologies in the EU and at the Member State level through appropriate implementing measures and policy initiatives;

iv) ensure continuous availability of competence and resources for research and analysis on privacy engineering and privacy enhancing technologies at EU level,
v) support the development of new practices and business models through the research and technology development instruments of the EU, with a special focus on emerging technologies such as artificial intelligence, machine learning and blockchain;

vi) support policy initiatives for EU institutions and national public administrations to lead by example and to integrate appropriate privacy by design requirements in public procurement,

vii) support an inventory and observatory of the “state of the art” of privacy engineering and Privacy Enhancing Technologies (PETs) and their advancement to raise awareness on the subject103.

To sum up, there are quite a few efforts that the EU needs to undertake to ensure that privacy by design becomes a reality rather than a theoretical obligation drafted under the GDPR. In particular, ePrivacy Regulation should come into force as soon as possible and all EU institutions should instigate dialogue with key stakeholders such as engineering companies to ensure that privacy is taken into consideration at the time of planning a processing system. Furthermore, the EU should incentivise privacy by design by developing policy initiatives and by rewarding efforts of industry players who are working towards user-friendly technologies which respect informational privacy. This could take the form of financial incentives such as grants, tax reliefs. As an example companies, who create PET’s that enable to hide the real online identity of an individual may be required to pay less corporation tax or perhaps given other incentives to encourage this.
4. CONCLUSION

Data protection regulation such as GDPR is one piece of a larger puzzle. GDPR has been a significant step in the right direction to protect the right to privacy particularly in the online sphere. Nevertheless, it must be noted that the GDPR is not a complete revolution as it builds on existing EU law on data protection and the right to data privacy such as Directive 95/46/EC. A very important aspect of the GDPR is to empower data subjects against exploitation and potential misuse of their data and in this respect it is a crucial instrument for informational privacy. Having said that GDPR merely as a legal instrument is not sufficient to strengthen data protection and enforce informational privacy in the online sphere. As discussed above even the strongest privacy laws cannot such as the GDPR cannot stop data breaches which are caused by poor online security and evolving online attacks.

In the light of above, it must be noted that GDPR is a right step in direction in terms of protecting informational privacy but there is still a long way to go in terms of achieving informational privacy.

The following observations can be made to ensure that the GDPR has teeth and achieves its full potential.
First, the enforcement of the GDPR needs to be vigorous, companies and all relevant stakeholders including public and private actors that exploit and misuse personal data need to be subjected to strong penalties.

Second, the EDPB should monitor divergent practices in Member States. It the EDPB finds that some member states issue less fines and there has been relatively less enforcement activity in a particular member state, the underlying reasons behind these needs to be thoroughly investigated to ensure consistent implementation of the GDPR in all Member states.

Third, as noted above in order to take full advantage of data subject rights under Chapter 3 of the GDPR, data subjects and data processors who are faced with data subject requests need to better informed. As noted above, the Article 29 Working Party and the now the EDPB has issued various guidance with the aim of clarifying certain ambiguities in the GDPR. The efforts of the EDPB is invaluable, however Member states should also take active steps to ensure that the public and data processors are aware of the content and limitation of these rights. As noted above, the lack of case law post GDPR particularly pertaining to data subject rights is concerning as it may indicate that there is still a level of ambiguity surrounding these rights.

Fourth, as discussed above GDPR does not fully address the power imbalance between data controllers and data subjects. This power imbalance can be rectified by other laws such as competition law, when there is a clear harm to competition and consumers. In this respect data protection authorities in member states should develop
good working relations with other regulatory bodies and collaborate on issues pertaining to informational privacy.

Fifth, as mentioned under Section 3.7, the GDPR Article 25 incorporates privacy by design, which is very significant step for enhancing informational privacy. Nevertheless, as pointed out by the EDPS, privacy by design is still far from unfolding its full potential. In this respect, the EDPB should continue to promote privacy by design alongside with other European data protection authorities and provide guidance to controllers on the appropriate implementation of the principle. As discussed earlier, there is a pressing need to ensure that the ePrivacy Regulation comes into force as soon as possible, as it will be very useful in complementing the GDPR particularly in relation to the protection of online personal communications. Furthermore, European policymakers should implement, encourage and develop frameworks and facilitate dialogue with key stakeholders such as engineering companies, to make privacy by design a reality rather than a theoretical legal provision.

Ultimately, it must be noted that the GDPR is not an end in itself to protect and promote informational privacy; it is just the start of a journey with perhaps no end destination. As noted under Section 3.5, the use of certain terminology and provisions in the GDPR must be revisited due to the pace of technological advancement to ensure provisions do not become obsolete. Protecting informational privacy is neither a simple task that can be left to the European Union alone, nor to a single piece of legislation such as the GDPR. Hence, not only the EU, but all developed/developing countries and international organisations including the European Council and the
United Nations should work towards policy aimed at establishing common ground rules for protecting privacy in the online sphere.
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