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Abstract

The authors present a system built to generate arrangements of three-dimensional
models for aesthetic evaluation, with the aim being to support an artist in their
creative process. The authors explore how this system can automatically generate
aesthetically pleasing content for use in the media and design industry, based on
standards originally developed in master artworks. They then demonstrate the
effectiveness of their process in the context of paintings using a collection of
images inspired by the work of the artist Giorgio Morandi (Bologna, 1890-1964).
Finally, they compare the results of their system with the results of a well-known
Generative Adversarial Network (GAN).

1 Introduction

The position of the visual elements in an image to create a coherent and visually balanced whole
is one of the aspects of the success of a painting or design [1]. Still-life paintings are a common
means for artists to explore the potential of compositions and their impact on the viewer (Fig. 1).
Unlike portraits or landscapes, where the preliminary work is done with sketches, use of still-life
subjects allows artists to conduct an in-depth investigation of several potential compositions, by
physically arranging all the elements and exploring several alternative solutions before starting the
actual execution of the painting. Finding the optimal arrangement of visual elements for a painting
is a manual and time-consuming activity that the painter pursues by applying general principles of
design and personal aesthetic intuition. Still-life painters arrange the elements according to principles
of perception applied to art including balance, contrast, emphasis, movement, rhythm and unity to
create an aesthetically pleasing pictorial solution [2].

Paul Cezanne (Aix-en-Provence, 1839-1906) deliberately rearranged and tilted forward objects
such as bowls or cups in his still-life scenes to give the composition the look that he wanted. By
moving objects forward, Cezanne’s “tilted” still-life paintings led ultimately to Cubism [3]. Giorgio
Morandi (Bologna, 1890-1964), known in particular for his still-life painting compositions, would
painstakingly place simple objects such as ceramic pots and jugs in different arrangements until he
found one that pleased him that he would then paint from.

In our work, we have focused on core principles of design and used computational methods in a
three-dimensional (3D) digital environment to assist the artist in the choice of a composition of high
aesthetic value. By leveraging the features of a 3D game engine framework, our system can both
analyze the rendered image on the screen and obtain information on the position, depth and volume
of the objects in the 3D digital environment.

In this article, we demonstrate the effectiveness of our method by undertaking a specific task that
involves the artistic choice of pictorial compositions. Our system uses a 3D digital prototype of the
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objects to paint or render in design and provides a computational technique to assist the painter or
the designer in the selection of the most aesthetically pleasing composition for the work. In this
communication, we describe how our system uses an evolutionary algorithm (EA) and a combination
of four artificial neural networks (NNs) to greatly simplify and speed up the usual bottleneck that is
the choice of composition. Finally, we compare the results of our system with those produced by a
GAN [4] currently used in commercial applications.

2 Related Work

During the past decade, architects and engineers have started to use digital generative design tools to
optimize the creative and production processes. Previously, designers would perform most of their
preliminary exploratory work with sketches [5], using a CAD (computer-aided design) application
in the later stages of the design process. However, recent innovations from the field of artificial
intelligence (AI), when applied within 3D software platforms, have allowed designers to experiment
with alternative design solutions even in the early creative process stage. This can be considered the
emergence of a new collaborative approach to design between the computer and the artist [6—8].

In the field of architecture, digital generative design is now allowing architects to explore thousands
of design possibilities using tools integrated into CAD software [9]. For example, Autodesk’s Fusion
360 Generative Design is one of the most recent software applications of such new design processes.
This type of exploratory design process offers the potential to more rapidly produce innovative
architectural projects that are feasible within constrained budgets and with available resources [10].

In other fields, many companies and research groups are experimenting with 3D-printing technology
combined with generative design and Al Different Al technologies have been applied to simplify the
creative process, with significant and promising results [11-13]. For example, MX3D permits great
reductions in cost, weight and production time for 3D printing design projects. DreamSketch, a 3D
design application [14], has shown success in providing a procedural design approach that optimizes
designs under functional requirements. Kowaliw et al. [15] have developed the EvoEco system,
mimicking evolutionary principles, which automatically detects and improves creative designs.

Artists and researchers are also exploring the potential of joint generative design and Al technologies
to support the creative process. Joanne Hastie uses a machine learning technique to generate new
compositions for potential abstract paintings [16]. David Ha developed an art project where an NN
draws sketches in a human-like manner [17]. Some research is focused on the design of fitness
functions that can emulate human aesthetic preference by using machine learning technologies such
as NN [18] and co-evolutionary algorithms [19,20].

Our work builds on these earlier efforts and is the first, to our knowledge, to combine a 3D model
manipulation inside a game engine framework together with a novel machine learning architecture to
evaluate the fitness function. Our system is also the first to apply Al in the form of a deep learning
architecture to assist the artist or designer with the selection and arrangement of 3D models for
still-life paintings and designs.

3 Description of Generative System

Our system uses a genetic algorithm (GA) to generate a series of compositions of 3D models within
Unity3D, a popular and sophisticated game engine, together with an automatic score to select the
most visually balanced composition. The GA simulates an environment in which members of the
population are selected for reproduction based on their fitness value in order to produce a subsequent
generation [21]. In our system, the fitness value is the output of an architecture built from four NNs
trained with a database of numerical 3D model data and images, each associated with an aesthetic
judgment previously assigned by the artist/designer/user. The database consists of 300 sets of 3D
models arranged on a table surface imitating the practice of Giorgio Morandi (Fig. 1).

We have manually placed each of the 300 series of 3D models based on their position in the original
paintings. Through a digital process of crossover, mutation and selection based on the aesthetic value
produced by the system independently of the user’s intervention, the GA generates compositions with
a consistently better aesthetic evaluation and, finally, proposes its best composition layout (the one
with the highest score) for painting (Fig. 2).



Figure 1: Still life (vases and bottles) - Artist: Giorgio Morandi, Year 1948, Ca’ Pesaro - Galleria
Internazionale d’ Arte Moderna.

The NN architecture is composed of four separate networks. The first is a fully connected NN (or
FCN) that processes the front and top views of the 3D scene and assigns a positive or negative
value to the composition by considering the volume and position of the 3D objects. The second is a
convolutional neural network (CNN) that uses the perspective main camera as input and calculates
the similarity of the current composition in Unity3D using the images of the initial database and their
assigned composition value. The third is another FCN that takes the data directly from Unity3D and
checks the symmetry of the 3D scene, any intersection of 3D models, the isolation of the objects, and
how much screen space they cover.

These three networks each individually evaluate a specific aspect of the composition and then merge
their outputs into a fourth NN that produces the final composition value, normalized between 0
and 1, which can be fed into the GA. Figure 5 shows the functional diagram of the entire system.
We used 270 labeled images of the database to train the neural networks and evaluated the models’
performances on the remaining 30 images. We repeated the process 10 times, each time selecting a
different range of 270 images for training and 30 for testing. This cross-validation testing reported a
mean accuracy of over 95% of the output.

4 Discussion

Our system represents a different approach to the generation of images that can be used by a painter
to expand and expedite the creative decision of a pictorial composition. In Fig. 3 we present some
images generated by our system, sorted according to their fitness value, and in Fig. 4 we show the
outputs from a Generative Adversarial Network (DCGAN) [22]. In recent years, several generative
model architectures have been designed for various applications. For our purpose, we used a DCGAN
that mainly consists of convolutional layers and is particularly good at extracting useful features from
images [23].

Our application can generate new compositions in which the 3D objects do not intersect because
the system is aware of the volume and position of the models in the 3D space. The same ability is
difficult to verify with the DCGAN. Moreover, the ability of our system to position the 3D model
at a different point along the perspective axis is more evident than with DCGAN. The variety of
composition solutions proposed by our system also includes the rotation of objects along their vertical
axes. A DCGAN working only with 2D images cannot recognize the 3D attributes of the objects and
so0 is not able to rotate them to produce greater variety in composition solutions.

5 Conclusion

Our system can create new compositions with 3D models not included in the original database since
the criterion for aesthetic evaluation is less dependent on the object’s type and shape than with
DCGAN. However, the DCGAN can generate new images quickly, while the current state of our
system requires the generation of several potential solutions before selection.
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Figure 3: From an initial database to a final 3D composition and painting.

Finally, we quantified the differences between the results given by the DCGAN and the proposed
system using the CNN of our architecture. The mean predicted value of the CNN for 100 images
produced by the system was 95%, whereas the same test for 100 images produced by the DCGAN
returned a mean value of 28%. This indicates that the compositions generated by our system are in
general more similar in style to the samples in the database than the ones generated by the DCGAN.

Our experiments show that our system is able to suggest to the painter aesthetically pleasing pictorial
solutions for still-life paintings generated with computational constraints that take into consideration
general principles of design and aesthetic artistic intuition. This system currently works using a GA
as the optimization filter, which usually requires the user to wait until all iterations conclude. Another
approach, which we plan to explore in the future, would be to add reinforcement learning solutions to
the system to speed up the selection process. Such an augmented system would also be applicable to
other fields, including design, game content generation and architecture.
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Appendix A — Technical details

This deep learning architecture (Fig. 5) was implemented using the Python programming language, under the
Keras machine learning library together with the TensorFlow backend. We implemented the code in Python,
which is well suited for machine learning applications due to its versatility and large amount of available libraries
and coded solutions already implemented. After training, the NNs are converted into bytes formats (which
store the weights and architecture of the trained models) that Unity3D can use to make predictions. The system
uses a plug-in called TensorFlowSharp to facilitate the integration of machine learning models developed in
TensorFlow with the Unity3D API written in C-Sharp. Each of the four NN is compiled using the categorical
cross-entropy loss function and produces an output value in the range from O to 1.

The first NN (from the top left in Fig. 5) takes as input the combined images of the front and top camera views
of the scene, as obtained from Unity3D. It is composed of three fully connected layers with 128 neurons each
and a final fully connected layer with two neurons and a Softmax activation function.

The second NN (from the top left) takes as input the image from the main camera view of the scene from
Unity3D. It is a CNN composed of one convolutional layer with 32 units, followed by three convolutional layers
of 64 units and three MaxPooling layers, a fully connected layer with 64 neurons and a final fully connected
layer with two neurons and a Softmax activation function.

The third NN (from the top left) takes as input four scores, generated directly from Unity3D, that account for
symmetry, visual unity, visual isolation and visual balance. This NN is composed of two fully connected layers
with 32 neurons and 16 neurons each and a final fully connected layer with two neurons and a Softmax activation
function.

These three networks join into a final fourth NN that takes their outputs as inputs. It is composed of two fully
connected layers with 32 neurons and 16 neurons each and a final fully connected layer with two neurons and a
Softmax activation function.

Each of the four NNs has been trained independently but share the same target variable.

Figure 4: Samples of compositions generated from our system
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