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ABSTRACT
Technological innovation and the resulting automation are
increasingly being applied in the workplace, which is a high-risk
context where decisions can majorly impact a worker’s life.
Consequently, a number of ethical concerns with automated
employment decision systems have been raised, with California
proposing the Workplace Technology Accountability Act to limit
the use of electronic monitoring systems and automated decision
systems to specific times of day, activities and locations that must
be proven as essential job functions. Workers would also be
given the right to know, review and correct data held about
them by their employer. In this article, we summarise and discuss
the key points of the legislation before providing a commentary,
where we identify four key themes: (i) how boundaries can
contribute to a healthy work-life balance and protect the privacy
of workers; (ii) how the requirement for impact assessments
reflects the wider movement towards algorithmic assurance; (iii)
the necessary and potentially problematic requirement to share
notices and impact assessment reports with the Labor Agency;
and (iv) how the Act might conflict with existing laws. Our
intended readership is those interested in the regulation of
automated employment decision tools, algorithmic assurance,
and the potential impact of the proposed legislation.
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1. Introduction

Automation has vast applications across the globe, ranging from agriculture (Gwagwa
et al. 2021), to medicine (Kazzazi 2021), to self-driving cars (Takács et al. 2018). Among
the most high-risk applications of automation is the workplace since employment-
related decisions can have a major impact on a worker’s life and those who are dependent
on them. Here, automation and algorithms are often discussed in terms of their use in
recruitment, where alternative assessment formats such as algorithmically scored video
interviews (Hickman et al. 2021), game- and image-based assessments (e.g. Hilliard,
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Kazim, Bitsakis, et al. 2022; Palhano, Machado, and Almeida 2019) and chatbots (Nawaz
and Gomes 2019) are increasingly being used to automate the screening of candidates.
While the most considered aspect of automation in the workplace is initial employment
decisions (whether to hire or promote a candidate), with Illinois (Illinois General Assembly
2020) and New York City (The New York City Council 2021) both passing legislation con-
cerning the use of automated selection tools, automation can also be present within the
workplace. Indeed, automated systems are increasingly being used across industries to
write reports, fulfil orders, and make medical diagnoses (Chui, Manyika, and Miremadi
2015), as well as to track attendance and manage payroll (Mohan Prasad et al. 2019)
and monitor performance (Schumacher and Sihn 2020). As these systems are increasingly
being developed and deployed, it is important that there is sufficient governance of their
use. This is the aim of the wider movement towards artificial intelligence (AI) ethics, which
studies the psychological, social, and political impact of AI, drawing on philosophical
ethics, and calls for greater governance of these technologies (Kazim and Koshiyama
2021). To this end, California Assembly Member Ash Karla has proposed the Workplace
Technology Accountability Act (Karla 2022) to regulate the use of monitoring tools in
the workplace. While we are particularly interested in the sections of the legislation
that address the use of automated decision tools (algorithms) and the requirement for
impact assessments of such systems, the legislation also defines worker data and sets
out expectations when dealing with this data, including limiting the use of general elec-
tronic monitoring to collect this data.

In this article, we discuss the proposed Workplace Technology Accountability Act,
drawing on the perspectives of multiple disciplines including psychology, philosophy,
and computer science. We start by providing an outline of the proposed legislation
and critique the requirements and wording of the legislation while also drawing on
other relevant legislation and guidance from both the United States and the United
Kingdom. In section 3, we then provide a commentary of the proposed legislation, ana-
lysing how it links to the bigger picture and wider activity. Our key takeaways are:

. The legislation is a step in the right direction to ensuring that the privacy of workers is
maintained and can contribute to maintaining a work-life balance, particularly for
those working remotely;

. The requirement for algorithmic and data protection impact assessments reflects the
wider movement toward algorithmic assurance, which is likely to lead to the more
responsible use of automated tools and data; and

. While the requirement to share documentation and notices with the Labor Agency and
other relevant departments is important in ensuring compliance, it could overwhelm
these departments unless effective communication and processing mechanisms are
established; and

. As the proposed legislation moves forward, other conflicting legislation already in
effect in California and the need for exemptions for smaller businesses and start-ups
should be considered.

Our intended readership is those who are interested in how technology might shape
the future of work and the governance of automated systems in the workplace, those
interested in the broader movement towards AI ethics and assurance of algorithmic
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and automated systems, and employers and employees in California who want to find out
more about the legislation or have similar points of contention.

2. Outline of the proposed legislation

In this section, we summarise the proposed legislation. We begin with the overall contri-
butions of the Act before discussing the key definitions and summarising the key require-
ments of the legislation concerning the collection, use, and storage of employee data, and
the use of this data to make decisions, particularly when the data is used by an automated
decision system. We discuss the legislation in terms of the impact it will have on both
employers and vendors, as well as workers in the state of California.

2.1. Contributions

The legislation asserts that its main contributions include:

(a) The requirement for employers to update their telecommuting plan (required by
existing law) to reflect changes in the technology they use;

(b) Giving workers the right to know, review, correct or secure data collected about them
by their employer and restrictions on how the data can be used; and

(c) Guidance on enforcement by the Labor and Workforce Development Agency (shor-
tened to the Labor Agency) and the Department of Fair Employment and Housing.

The Act also requires that the primary responsibility for administration and enforce-
ment is with the Labor Commissioner and that the Department of Fair Employment
and Housing should investigate violations in coordination with the Division of Labour
Standards Enforcement. Further, the Labor and Workforce Development Agency are
required to adopt regulations to enable the administering and enforcement of the legis-
lation, including guidelines on how to manage the coordination of enforcement by the
divisions of the Department of Industrial Relations (includes the Division of Occupational
Health and Safety and the Division of Workers’ Compensation). Further, the Labor Com-
missioner would be required to contravene a committee of relevant stakeholders, who
represent the Department of Industrial Relations and the Department of Fair Employment
and Housing, among others.

2.2. Definitions

After providing a summary of the key contributions and amendments that would be
required to existing laws, the legislation provides definitions of key terms. In this
section, we select some key definitions provided by the legislation and comment on
any relevant points of contention. Where we directly quote the Act, we italicise the text
and place it within quotation marks.

. Automated decision system (ADS) or algorithm – ‘computational process, including
one derived frommachine learning, statistics, or other data processing or artificial intel-
ligence techniques, that makes or assists an employment-related decision’.
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This definition suggests that the legislation considers the automated decision system
and the algorithm as interchangeable. We argue, however, that the two are distinct; an
algorithm can be just an aspect of an overall system and there may be multiple algorithms
involved in a single system.

. Data or worker data – ‘any information that identifies, relates to, describes, is reason-
ably capable of being associated with, or could reasonably be linked, directly or
indirectly, with a particular worker, regardless of how the information is collected,
inferred, or obtained’.

Here, the legislation specifies a number of categories that are covered by this
definition, including identifying and biometric information, health-related data, HR, com-
munication, audio-visual, or device usage information, and online information including
IP address, as well as contents of the worker’s personnel file.

. Electronic monitoring – ‘the collection of information concerning worker activities or
communications by any means other than direct observation, including the use of a
computer, telephone, wire, radio, camera, electromagnetic, photoelectronic, or
photo-optical system’.

Clearly defining the types of technology or ways of collecting employee data that are
covered by the legislation lessens ambiguity, benefitting both the employer who can
avoid unintended non-compliance due to incorrect interpretation, and employees
wishing to initiate civil action against their employer for failure to comply.

. Employer – ‘any person who directly or indirectly, or through an agent or any other
person, employs or exercises control over the wages, benefits, other compensation,
hours, working conditions, access to work or job opportunities, or other terms or con-
ditions of employment, of any worker’

We note that there is no exemption for smaller businesses and start-ups under the
current proposed legislation. This is something that could be problematic for such
businesses since the actions required are likely to be costly. Therefore, we call for clarifica-
tion on whether there will be an exemption from SMBs or at least some leniency, like there
is with the New York City legislation, where only employers with over 100 employees
must comply. This is something that we endorse across AI regulation (e.g. Kazim et al.
2022).

. Employment-related decision – ‘any decision made by the employer that affects
wages, benefits, other compensation, hours, work schedule, performance evaluation,
hiring, discipline, promotion, termination, job content, assignment of work, access to
work opportunities, productivity requirements, workplace health and safety, and
other terms or conditions of employment’.

In defining worker, the legislation notes that this covers anyone providing a service to
an employer, whether they are an employee or an independent contractor. Providing this
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clear definition makes it harder for employers who want to excessively monitor their
workers and use this to make a decision to avoid compliance with the legislation by
only hiring contractors or workers from agencies.

. Essential job functions – the definition provides both examples of objective and sub-
jective sources of data to determine the fundamental duties of a position, favouring
objective sources and stipulating that subjective data alone cannot be used to make
decisions. Presumably, this is to minimise the influence of potential biases in the
reporting of subjective data, which could see the job functions of particular subgroups
or positions manipulated to suit the monitoring agenda of the employer.
o Objective: ‘the amount of time workers spend performing each function, the conse-

quences of not requiring individuals to perform the function, the terms of any applicable
collective bargaining agreement, workers’ past and present work experiences and per-
formance in the position in question, and the employer’s reasonable, nondiscriminatory
judgment as to which functions are essential’.

o Subjective: ‘Past and current written job descriptions and the employer’s reasonable,
nondiscriminatory judgment as to which functions are essential may be evidence as to
which functions are essential for achieving the purposes of the job, but may not be the
sole basis for this determination absent the objective evidence’.
. Impact assessment – ‘the ongoing study and evaluation of a data collection system or

an automated decision system and its impact on workers’.

Since automated systems can be continuously changing, due to updates in the data
available or data collection practices, among other causes, periodic monitoring is often
not adequate; a system that was previously compliant or assured may no longer be after
changes are made. Therefore, the requirement for continuous assessment of a system is
the favoured approach for ensuring that all versions of an algorithm result inminimal harm.

. Worker Information System (WIS) – ‘a process, automated or not, that involves
worker data, including the collection, recording, organization, structuring, storage,
alteration, retrieval, consultation, use, sharing, disclosure, dissemination, combination,
restriction, erasure, or destruction of worker data. A WIS does not include an ADS’.

Here, the proposed legislation makes a distinction between an automated decision
system (or algorithm) and a WIS. While distinct, information collected or stored by a WIS
may then be fed into an ADS and the outputs of an ADS may also then be stored in a WIS.
In addition, the proposed legislation does not provide a distinction between a typical
human resources (HR) system and a WIS, which is potentially problematic for employers
using HR systems for specific purposes like payroll. We discuss this issue more in section 2.6.

. Workplace – ‘a location within California at which or from which a worker performs
work for an employer’.

Based on this definition, employers based in California who employ remote workers
outside of the state are not subject to compliance with this legislation. This could see
employers solely employing out-of-state workers, who they will be able to monitor
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without the restrictions imposed by this legislation. As a consequence, these remote
workers will likely be subject to invasive monitoring, which could invade their privacy
and the privacy of their families. It could also lead to exploitation and see workers pena-
lised for taking bathroom breaks if employers see that workers are away from their com-
puter for more than a few minutes. Employers hiring mostly remote workers is not so far-
fetched; up until recently, some workers have been put on self-employed ‘contracts’ so
employers can avoid having to provide them with the benefits such as pensions and
sick pay that workers on contracts are granted under employment law (Greer 2018).
Thus, limiting the scope of the proposed legislation to only those physically working in
California could provide an avenue for non-compliance and worker exploitation.

2.3. Worker rights

In chapter 2, the proposed legislation outlines requirements when worker data is col-
lected, stored and used by an employer. There are six key themes in this chapter: provid-
ing notice, requests for information, accuracy of data, justification for data use, security,
and liability of the employer. These very much parallel the privacy rights that consumers
have under the CPRA, which we discuss further in section 3.4, with respect to businesses
collecting, selling and sharing their personal information, as well as the obligations that
businesses have to secure consumers’ personal data.

. Providing notice – the legislation requires that employers collecting worker data
should inform the affected workers that they are doing so before or at the time of
data collection. The notice should include the type of data being collected, the
purpose for collecting data, how it relates to job function, and how it will be used to
make decisions. The only time that employers are permitted to inform workers that
data has been collected about them after the fact is if doing so prior to data collection
would jeopardise the integrity of an active investigation or would violate other relevant
legislation. A copy of the notice given to workers also has to be sent to the Labor
Agency.

While the legislation does encourage employers to provide notice of data collection, it
also stipulates that providing notice at the time of collection is acceptable. Other legis-
lation passed in the US that requires employers to give notice when using automated
tools in the context of recruitment necessitates employers to give much more notice to
those affected; the New York City legislation (The New York City Council 2021) requires
employers to give ten working days notice before using an algorithmic recruitment
tool to collect and process data about an applicant. Giving the affected employees ade-
quate time to digest the notice given to them and do any required research can contrib-
ute to workers being able to give more informed consent (Hilliard, Kazim, Koshiyama,
et al. 2022). However, since ADSs are often black-box systems, the level of informed
consent required by these laws is not as stringent as consent required by other data pro-
tection laws such as GDPR, which requires unambiguous consent. In contrast, the Califor-
nia Legislation does not specify that workers need to consent to this, just that they need
to be informed about the data being collected. It is, therefore, not clear what the obli-
gations are for employers if a worker objects to the data being collected. Since the
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legislation stipulates that only data relevant to essential job functions can be collected, it
is unlikely that employers will reconsider the use of monitoring as they assert that the col-
lection of this data is business necessity. Therefore, this may result in workers who do not
wish to be monitored losing their job unless the employer is willing to compromise and
provide an accommodation or modified procedure. Notwithstanding this, the require-
ment to send a copy of the notice to the Labor Agency is likely to reduce the likelihood
of non-compliance since employers are less likely to just claim they have given notice to
their workers without actually doing so. Still, there may be some who submit the notice to
the Labor Agency without sharing it with their employees since the legislation does not
require proof of distribution.

. Requests for information – employers that collect, store, analyse, interpret, or share
worker data should provide information to workers in an accessible manner when
they receive a verifiable request.
o Workers can request information about the types of data an employer has about

them, the source of the data, the necessity of the data, how it relates to essential job func-
tions and if it influences any employment-related decisions, if it is used as input for or is
the output of an ADS and third-party vendors that collect or receive the data. This should
be at no cost to the worker.

o The information that a worker can request is limited to the information held
about them – they cannot request the information of another employee, even on
their behalf.

Giving workers access to the information that an employer holds about them is
important for increasing the transparency of monitoring and may help workers to
improve their performance rating if they know what information is held about them
as they may be able to improve their performance based on this. However, the legis-
lation does not specify how data sources should be documented. This could lead to
limitations on how much data workers can request if employers do not consistently
or comprehensively document their data sources. Further, although the stipulation
that workers can only request information held about themselves protects the privacy
of other workers, this could be problematic for workers who regularly work with
others and have data collected about them at an aggregated level. For example, if
one worker performs much of their job alongside another worker and there is no distinc-
tion between performance data held about each worker in that pair, it is not clear
whether this information would be off limits to each individual worker or whether
they will both have access to this information.

Nevertheless, the stipulation that this should be at no cost to the worker is important
for creating and maintaining transparency about these monitoring systems. This is par-
ticularly true for low-wage workers or those with little disposable income who may other-
wise be unable to make such requests if it encumbered them with a financial burden.
However, the proposed legislation does not give a comprehensive definition of what it
means by accessible manner; the term could simply mean that the information is pro-
vided in a way that is easy for workers to access (i.e. not buried somewhere that is
hard to find), or that the information must be presented in an assessable way (i.e. con-
cepts are simplified and presented in terms understandable by laypersons). This is
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likely something that will be clarified as the legislation is debated, with the best-case scen-
ario being that the legislation specifies that information should be both easy to find and in
a user-friendly format.

. Accuracy of Data – employers should ensure that the data held about workers is accu-
rate and current and workers should have the right to correct inaccuracies if they
submit a verifiable request.
o If an investigation by the employer finds that data is inaccurate, then they should

correct the data and inform the worker of this. They should also adjust any decisions or
systems that use this data, including those of third parties.

o If investigations by the employer find the data to be accurate, then the employer
should inform the worker that the data is not being changed and the steps taken to
verify the accuracy of the data.

o If the data in question is subjective, then the employer is not obligated to make
changes providing that they document that the data is subjective and how it was
sourced, and the worker is informed of the decision not to change the data.

Ensuring that workers have access to and can request that the data held about
them be updated is an important step towards ensuring that there is greater trans-
parency and accountability. Employers must keep their data up to date since employ-
ees can request to see and update it at any time, reducing the likelihood of lazy or
clumsy data practices. However, the proposed legislation does not make it clear
whether the types of data that workers can access will be restricted. For example,
if workers can access their complete personnel file, this could potentially limit the
desire to do and effectiveness of 360 reviews and limit how free others feel to
speak candidly about a worker or make complaints since it could be easy for the
worker to identify who made the comments about them, which could result in
worker-to-worker retaliation.

. Justification for data use – the legislation stipulates that worker data should only be
collected or used if it facilitates essential job functioning, is used to monitor pro-
duction, assess performance, protect the health and safety of workers, administer
wages and benefits, or aid compliance with other relevant laws.
o The sharing of data is also regulated by the legislation, where certain classes of infor-

mation, such as health data, are prohibited from being shared with a third party unless
required by law. The data is also not required to be shared with the local or state govern-
ment unless it is needed to provide information, comply with the law, or comply with
court-related activities.
. Security – employers are required to secure the data they have to the best of their

ability and to ensure that there are adequate security measures for the type of data
they collect. Security measures can include those that are physical, technical and
administrative.
o In the event of a data breach, the employer is required to provide written notice to

the affected employees, including the steps that will be taken to address the impact of the
breach. The Labor Agency should also be notified of any breaches.
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. Liability – if the employer uses a vendor to collect or process data, the vendor must
comply with the legislation and the employer is jointly liable if the vendor fails to do so.

Explicitly asserting that the employer is also liable for the actions of the vendor increases
the accountability or the use of the system, where employers cannot simply pass all liability
onto vendors. This is something that was not seen in other US legislations, where the NYC
mandatory bias audit legislation and Illinois video interview accountability act fail to
mention vendors. This could result in some employers passing the blame for non-compli-
ance on to vendors, allowing them to get around the law. By holding them jointly liable, this
encourages employers to check the systems of vendors themselves. This is an approach that
is endorsed in the UK in the context of algorithmic recruitment tools, where employers are
encouraged to carry out their own checks, if possible, of the systems of vendors before
working with them (Recruitment and Employment Confederation 2021).

. Violations – employers incur fines ranging from $5000 to $20,000 per violation, except
from violations of data security requirements, which come with fines of $100 per
affected worker.

Considering that estimates suggest that up to 88% of data breaches are the result of
human error or negligence (Tessian 2020), it is unexpected that fines for employers who
experience a data breach are so low since greater penalties are likely to result in employ-
ers complying more stringently, therefore implementing additional safeguards to protect
worker data. Indeed, in comparison to legislation from other countries, this penalty is
much lower; in New Zealand fines can be up to $1300 per person affected by a breech,
with a maximum fine of $6300 while penalties issued for data breeches under GDPR
are 4% of an employer’s annual revenue or 20 million euros, whichever is greatest.

2.4. Electronic monitoring

In chapter 3, the proposed legislation provides guidance on how to enforce accountability
when electronic monitoring systems are used in the workplace. The major themes of this
chapter are notice and conditions for monitoring. In this section, we provide an overview
of each of these themes, highlighting where the legislation has strengths and weaknesses.

. Notice – before employers begin monitoring employees, they must receive notice out-
lining the purpose of the monitoring, what will be monitored and when, how data will
be used in terms of productivity assessment or standards, and disclosure of data with
third parties.
o Employers must choose the least invasive form of monitoring possible for the

intended purpose and should inform employees of this and how it is the most suitable
form of monitoring if there are alternatives available.

o Notices informing workers that an employer may use electronic monitoring or
reserves the right to is not considered acceptable under the Act – notices should be
clear and conspicuous. A copy of the notice should also be sent to the Labor Agency.

o If there is a significant update to electronic monitoring, then employers are required
to notify workers.

INTERNATIONAL REVIEW OF LAW, COMPUTERS & TECHNOLOGY 9



o Employers are required to maintain a current list of electronic monitoring services in
use and provide notice to all workers annually (by 1st January each year). They must also
provide a copy of this to the Labor Agency by 31st January annually.

The requirement for employers to explicitly inform workers that electronic monitoring
will be used, not just that it might, prevents employers from hiding their actions in a cloud
of ambiguity. Instead, monitoring is made more transparent, allowing workers to be more
informed about the data being collected about them.

. Conditions for monitoring – employers are prohibited from electronically monitoring
employees unless it will facilitate an essential job function, monitor production, assess
performance, ensure legal compliance, maintain health and safety, or administer wages
or benefits. Employers must also choose the least invasive form of monitoring possible
and use the form of monitoring that is limited to the smallest number of workers and
collects as little information as possible to meet the purpose of the monitoring.
oMonitoring that violates laws or identifies workers exercising their legal rights is banned,

as well as monitoring of private areas such as bathrooms or personal residence of workers is
prohibited unless strictly necessary for health and safety or security reasons. They should also
not have to install applications on personal devices or wear or physically implant monitoring
devices unless strictly necessary for job function and limited to certain times and activities.

o Before using an electronic productivity system, employers must submit a summary of
the system to the Labor Agency and the system must be reviewed by the Division of
Occupational Safety and Health before implementation.

o The use of data collected through electronic monitoring should not be used by
employers as the sole basis for hiring, termination, disciplinary, or termination decisions;
employers must conduct independent assessments to inform decisions and should docu-
ment whether this additional data corroborates with the data obtained using the elec-
tronic monitoring system.

o Again, the legislation extends liability, with the employer being jointly liable if any
vendor they use for electronic monitoring fails to comply.

The limiting of monitoring to specific places, times of day or activity is important for the
privacy of workers and ensures that monitoring is only used for necessary activities. This is
particularly important for private areas, such as bathrooms, as well as for employees who
work remotely at least some of the time. Monitoring of workers outside the workplace can
be particularly intrusive, especially if they are working from their own home. The creation
of boundaries is important not only for the privacy of workers, but also for creating
boundaries and ensuring a work-life balance. We discuss this more in section 3.1.

. Violations – fines of between $5000 and $10,000 for each violation.

2.5. Algorithms

In chapter 4, the proposed legislation provides guidance on the use of algorithms in the
workplace, a term it uses interchangeably with automated decision systems. In this
section, we outline the main points of the legislation that are relevant to the use of
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algorithms or automated decision systems, and compare ADS and WIS. The major themes
in this section of the legislation are notice and decision making.

. Notice – employers (or vendors) are required to provide sufficient notice to workers
before adopting an ADS and those who are already using one when the legislation
comes into force should provide notice to employees within 30 days of the legislation
coming into effect.
o sufficient notices are those that are issued within a reasonable time prior to the intro-

duction of the ADS, are given in the way that routine communications are typically issued,
and contains details of the nature and purpose of decisions the ADS will be used to make,
the output of the system, data that will be used, and who created and who will run and
maintain the ADS. The Labor Agency must also be sent a copy of this notice within 10 days
of it being sent to workers.

o Like with electronic monitoring, the employer must maintain a list of current ADS and
share it with workers annually by 1st January, as well as send a copy to the Labor agency
by 31st January. Notice should also be given to workers when there are significant
changes to the ADS.

As mentioned above, when electronic monitoring systems are being used, employers
are only required to provide notice before or at the time of data collection. When algor-
ithms or automated decision systems are being used, however, employees must be
notified of this within a reasonable time prior to their use. This is the first time the pro-
posed legislation specifies that workers must be given appropriate notice. However, it
does not specify what constitutes an appropriate time. This is something that might be
clarified as the proposed legislation is discussed and debated, and might see a require-
ment similar to the New York City legislation (The New York City Council 2021), where can-
didates must be informed that automated decision systems are being used at least 10
working days prior to their use, being introduced. However, it is a strength of the legis-
lation, in our opinion, that workers must be notified of the automated decision tools
already in use at the time of the legislation coming into effect within 30 days. This is
because we could otherwise see employers rush to implement these systems before
the legislation comes into effect to avoid having to disclose their use to workers.

. Decisionmaking – employers should not use ADS to make employment decisions that
violate labor or employment law or to make predictions about behaviour not relevant
to job function or the likelihood of workers exercising their legal rights. Facial recog-
nition, gait and emotion recognition and personality predictions are also prohibited,
as is the use of customer ratings as input data for an ADS.
o Before algorithms are used within productivity systems, a summary of the system

must be submitted to the Labor Agency and the Division of Occupational Safety and
Health must review the system.

o Employers are prohibited from using ADS outputs about a worker’s health to inform
any employment-related decision and should not rely solely on the output from an ADS to
make any hiring, termination, disciplinary or termination system. Instead, the employer
should conduct their own investigation independent of the ADS, including establishing
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meaningful human oversight by an internal reviewer to corroborate the output using
other available data.
. The reviewer must have the authority, discretion, resources and time to corroborate

the output and have sufficient expertise relating to ADS and impact assessments,
which may be achieved through education, training or prior experience with similar
systems.

. If the output cannot be corroborated, employers are prohibited from relying on the
ADS to make decisions
o When an ADS is used to make a hiring, promotion, termination or disciplinary

decision, workers must be given notice of the decision the ADS was used for, the data
used by the ADS, who created and executed the ADS, a copy of impact assessments (dis-
cussed in the section below).

o Again, employers are jointly responsible for the non-compliance of vendors.

Facial recognition is highly controversial, particularly since there are major disparities in
the accuracy of these systems for minority subgroups (Buolamwini 2018). The ethical con-
cerns raised by their use and the lack of regulation of such tools has prompted calls for
greater efforts to ensure that they are more transparent and explainable and their
harmful impacts are minimised (Almeida, Shmarko, and Lomas 2021). Presumably as a
result of their potential harm, and the fact that facial recognition is unlikely to be
needed to monitor the essential job functions of workers, the proposed legislation specifi-
cally rules out their use. Further, the legislation rules out the use of customer ratings as
input for an ADS, likely because these ratings are subjective and therefore vulnerable
to human biases. However, this is impractical for those in customer-facing roles since cus-
tomer ratings are likely to determine a large proportion of job performance metrics.
Therefore, if a worker consistently receives poor customer reviews, this is something
that would likely need to be considered when evaluating a worker. We, therefore, call
for a reconsideration of this, perhaps by specifying that customer ratings may be included
as long as they are not weighted as highly as other, objective measures.

. Violations – employers receive a fine of between $2500 and $20,000 per violation.

2.6. Impact assessments

In chapter 5, the legislation outlines the requirement for impact assessments. The type of
impact assessment required depends on the system being used. When an algorithm or
automated decision system is being used, the legislation requires an algorithmic
impact assessment, which must be carried out for each separate position for which the
ADS is used to make an employment decision. On the other hand, when a WIS is being
used, a data protection impact assessment must be carried out.

. Algorithmic impact assessments (AIA) – assessments should evaluate the ADS itself
and the development processes used to create the system, including the design and
training process or data. The resulting report should include details about the input
and output of the system, why an algorithmic approach is superior to a non-automated
approach, and an evaluation of risks.
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o Risks should be evaluated in terms of the false positives and negatives that can result
from using the system, whether using the ADS violates any legal rights, potential privacy
harms, or how the system may negatively impact workers economically or otherwise.

o If risks are identified in the system, the report should outline the specific measures
taken to mitigate these risks, as well as the method used to identify these risks.
. Data protection impact assessments (DPIA) – assessments should evaluate the

potential for a WIS to have a negative impact on workers and should include a systema-
tic description of the nature, scope, context and purpose of the WIS, as well as the
potential risks resulting from the system.
o Risks include the potential for violation of legal rights, discrimination of protected

classes, privacy concerns about invasive or offensive surveillance or potential security
breaches, infringement on the dignity and autonomy of workers, and negative economic
or other impacts.

o Where risks are identified, the report should outline the method used to evaluate
these risks and recommended mitigation strategies, as well as steps that have already
been taken to minimise or eliminate risks.

Both of these assessments must be carried out prior to using the system and retroactively
for systems being used before the legislation comes into force and should be continuously
updated to reflect any changes to the systems. Assessments should be conducted by an
independent assessor with relevant experience, and the assessor should consult with
workers personally affected by the systems. As part of this, the assessor is required to
make a preliminary assessment available to these workers, who can conduct an anonymous
review and provide any necessary feedback. Workers are protected from retaliation from
employers. Once an assessment has been conducted, employers should submit the report
to the Labor Agency. If health and safety risks are identified, the report must also be sub-
mitted to the Division of Occupational Safety and Health and if discrimination or bias is
detected, employers should also submit it to the state agency overseeing workplace dis-
crimination. The reports should be written in a precise, transparent, comprehensive and
easily accessible way, and should outline the assessment’s method, findings, results and con-
clusions and any resulting modifications made to the system. Workers can anonymously
dispute assessments submitted to the Labor Agency and can request an investigation if
their employer fails to conduct an impact assessment. Data protection impact assessments
required by the Act are therefore arguably more stringent than GDPR, which became the
gold standard for data protection, since under this regulation, impact assessments can be
carried out by internal parties and then signed off by an impartial and independent data pro-
tection officer who must make recommendations without any coercion from the employer.

2.6.1. Sharing of reports
The requirement of employers to share copies of notices and impact assessment reports
with the Labor Agency is likely to be something that encourages compliance; it is unlikely
that employers will fake notices to send to the Labor Agency to appear that they are com-
plying with the proposed legislation. This is particularly since workers have the right to
dispute assessments or report their employer for failing to conduct an assessment. The
requirement to also share these reports with other, more specialised departments is
also a positive since they will be more equipped to deal with discrimination and health
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and safety issues, mitigating as much risk as possible. However, given that there will likely
be tens if not hundreds of thousands or more reports received by the Labor Agency each
year, it is questionable how they are going to deal with this. They may become quickly
overwhelmed, especially if and when the legislation comes into effect since there will
be an influx. This may result in some employers using this to their advantage and not pro-
viding the appropriate documentation as they know they are likely to slip through the net.
Further, since the reports may need to be considered by multiple departments, this could
pose additional issues unless an effective mechanism for communication between
departments is established before the legislation comes into effect.

At a federal level, the US is considering the Algorithm Accountability Act (Clarke 2022),
which will also require the submission of impact assessments. To deal with this, the pro-
posed legislation requires 50 personnel to be hired to evaluate these assessments. A
similar approach may be taken in further updates to the proposed legislation, with a dedi-
cated team created to process submitted documentation. This would encourage employ-
ers to comply and could result in summaries being published outlining technology use in
the workplace each year.

2.6.2. System distinctions
The distinction that the legislation makes between WIS and ADS is an important one;
algorithms can present their own unique challenges so should be assessed in a
different way to standard or non-computational information systems. Indeed, some
important ethical considerations that result from algorithms cannot be addressed
simply by adopting data protection principles, particularly since automated systems
can be considerably more opaque than other information systems (Kazim and Koshiyama
2020b). Further, the use of impact assessments is something that is endorsed elsewhere,
including in Canada (Government of Canada 2021) and the United Kingdom (Kazim,
Denny, and Koshiyama 2021; Information Commissioner’s Office 2022). In section 3.3,
we discuss how the requirement for these assessments contributes to greater assurance
of the systems. However, the proposed legislation does not make a clear distinction
between a regular human resources (HR) system and a WIS. We, therefore, read the legis-
lation as requiring any employer using a HR system as being required to do a data impact
assessment, which would be expensive and could therefore see some businesses bur-
dened with this disproportionate responsibility, particularly smaller businesses since, as
we have discussed, the legislation does not outline any exemptions for SMEs.

2.6.3. Data protection risks
In terms of the data protection risks identified by the legislation, in practice there can be a
lack of consensus when identifying these risks. Generally, there is no legislation giving
explicit instructions on how to address these risks, however, supervisory authorities,
such as the ICO, provide guidance on their website on how to address these risks. We
note that the legislation is purposeful with its wording when requiring mitigation strat-
egies to minimise risk instead of aim to completely eliminate them since personal data
a highly sensitive and therefore risk associated with its collection, use, and storage can
only be completely removed if the data is destroyed and the practice discontinued.

. Violations – employers receive a fine of $20,000 per violation.
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3. The bigger picture

In this section, we expand upon our identified key themes in the legislation that link to the
bigger picture in terms of worker wellbeing and the governance of data and automated
systems: the creation of boundaries and how this can help to protect privacy and promote
a healthy work-life balance; the requirement to provide a copy of notices and impact
assessment reports to the Labor Agency; and how the requirement for impact assess-
ments contributes to greater assurance of systems.

3.1. The creation of boundaries

As mentioned above, the proposed legislation helps to introduce boundaries for worker
monitoring, limiting it to only certain times, locations and activities. While this is impor-
tant for all workers, those in the physical workplace are likely to leave their work at
work, i.e. when they leave the site, they are no longer on duty. For those working remo-
tely, particularly those who work from home, the boundaries between home and work
can become blurred, and it is not as easy for employers to monitor those who are not
physically on-site – they must use software or invasive approaches like requiring
webcams to be on at all time to monitor workers. Indeed, during the first wave of the pan-
demic, many workers were required to work from home. This saw many remote workers
working longer hours than they would at the office since it is difficult to create those
boundaries when working and living in the same environment, leading to some feeling
they are always on the clock (Maurer 2020). Consequently, workers’ work-life balance
could become impaired if they find it difficult to switch off, which could result in lower
job performance and greater turnover intentions (Fayyazi and Aslani 2015), impacting
both workers and employers.

Further, some employers have been known to use invasive monitoring, tracking the
keystrokes of employees, taking pictures of them through their webcams and recording
their screens, which can be done without workers knowing (Finnegan 2020). This can not
only invade the privacy of workers, but also their family members or anyone sharing their
working space. Therefore, the introduction of clear and unambiguous boundaries and
conditions for monitoring employees is important for protecting the privacy of workers
both in the workplace and those who work remotely.

3.2. Potential conflicts

While at face value the legislation does signal the greater governance of AI, particularly
with respect to the employment context, that there have been calls for, in its current
form the proposed legislation conflicts with other laws in California regarding
workers’ rights over their data. Indeed, the California legislature passed the California
Consumer Privacy Act (CCPA) in 2018 (AB 375 2018), which introduced the ‘employee-
employer exemption’ that exempts employees from the data subject rights (e.g. the
right to be informed, the right to access, the right to delete, etc.) that the CCPA gives
consumers (in this case, the employee) as it relates to the consumer’s personal infor-
mation collected by a business (in this case, the employer). The legislation also has an
exemption for employers whose annual revenue is not greater than $25 million and
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or who do not have data on at least 50,000 people, something that the proposed legis-
lation does not do.

The employee-employer exemption was set to expire on January 1, 2021. With the
passage of Proposition 24, the California Privacy Rights Act (CPRA) of 2020 (Chau 2020),
which in effect represents Version 2 of the CCPA, the ‘employee-employer exemption’
was push backed until January 1, 2023 (see Section 1798.145(m) of the CPRA and
Section 3(a)(8) of Proposition 24). But the exemption has been relaxed in a few ways
with the CPRA: (1) the employer must give the employee a notice of what personal infor-
mation is being collected; (2) the employer will have the obligations with respect to neg-
ligent data breaches (see Section 1798.150) vis a vis an employee’s data being breached;
and (3) employees can prohibit the sale of their personal information by an employer (see
Section 1798.145(n) that references Section 1798.120). The CCPA also In the 2022 legisla-
tive session there are two bills (AB-2891 2022; Low 2022) that will make the employer-
employee exemption permanent or push it back until January 1, 2026, respectively.
Thus, Workplace Technology Accountability Act in effect overrides the ‘employee-
employer exemption’ found in California’s privacy law.

3.3. Towards assurance

The AI ethics movement has prompted considerations about how algorithms and auto-
mated systems can be assured, referring to the need to standardise and operationalise
AI ethics principles. Assurance of algorithms and associated systems is comprised of
multiple elements, one of which is governance, which can be partly achieved through
the use of impact assessments (Kazim and Koshiyama 2020a). Given that our particular
interest in the Workplace Technology Accountability Act is the use of algorithms or
automated decision systems, the stipulation that impact assessments must be carried
out is a point that we believe merits further discussion. Indeed, the requirement for
impact assessments of both ADS and WIS tools will contribute to these systems being
assured, which can help to both build trust and identify and mitigate risks associated
with them (Barrance et al. 2022; Centre for Data Ethics and Innovation 2021; Kazim
and Koshiyama 2020a). This is particularly important for systems used in high-risk con-
texts like the workplace, where decisions made on the basis of these systems can have a
significant impact on an individual’s life. This requirement, therefore, reflects the wider
movement towards AI ethics and assurance, and is something we would like to see more
of across sectors. However, for more comprehensive assurance, other requirements are
also needed, including assessments of robustness, transparency, bias, and explainability
(Kazim and Koshiyama 2020a).

4. Conclusion

While technology in the workplace can bring about many benefits to both employers
and workers, if not used in the right way it can also bring about harm, particularly
since the workplace is a high-risk context where decisions can have major impacts
on a worker’s life. To prevent workplace systems, automated or otherwise, being
used with malicious intent, greater governance is needed. The proposed Workplace
Technology Accountability Act in California is, therefore, a step in the right direction
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to ensuring that there are sufficient boundaries and stipulations in place for collecting,
using and storing worker data and using WIS and ADS tools. However, other conflict-
ing legislation and possible exemptions should be kept in mind as this proposal moves
forward. In this article, we gave an overview and commentary of the proposed legis-
lation, with our key takeaways being that the proposed legislation could be an
effective mechanism through which to protect the privacy of workers and their
work-life balance, particularly when working from home and that the required algo-
rithmic and data protection impact assessments signal the wider movement in the
field of AI ethics towards the assurance of such systems. However, we also note that
there is potential for the required reports and documentation from employers to be
mishandled if appropriate systems are not implemented before the proposed legis-
lation comes into effect.
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